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Abstract

In this paper, we consider semilinear elliptic equations of the form

(0.1) −∆u− λ

|x|2
u+ b(x)h(u) = 0 in Ω \ {0},

where λ is a parameter with −∞ < λ ≤ (N − 2)2/4 and Ω is an open subset in RN
with N ≥ 3 such that 0 ∈ Ω. Here, b(x) is a positive continuous function on Ω\{0}
which behaves near the origin as a regularly varying function at zero with index θ
greater than −2. The nonlinearity h is assumed continuous on R and positive on
(0,∞) with h(0) = 0 such that h(t)/t is bounded for small t > 0. We completely
classify the behaviour near zero of all positive solutions of (0.1) when h is regularly
varying at∞ with index q greater than 1 (that is, limt→∞ h(ξt)/h(t) = ξq for every
ξ > 0). In particular, our results apply to (0.1) with h(t) = tq(log t)α1 as t → ∞
and b(x) = |x|θ(− log |x|)α2 as |x| → 0, where α1 and α2 are any real numbers.

We reveal that the solutions of (0.1) generate a very complicated dynamics near
the origin, depending on the interplay between q, N , θ and λ, on the one hand, and
the position of λ with respect to 0 and (N − 2)2/4, on the other hand. Our main
results for λ = (N−2)2/4 appear here for the first time, as well as for the case λ < 0.
We establish a trichotomy of positive solutions of (0.1) under optimal conditions,
hence generalizing and improving through a different approach a previous result
with Chaudhuri on (0.1) with 0 < λ < (N − 2)2/4 and b = 1. Moreover, recent
results of the author with Du on (0.1) with λ = 0 are here sharpened and extended
to any −∞ < λ < (N − 2)2/4. In addition, we unveil a new single-type behaviour
of the positive solutions of (0.1) specific to 0 < λ < (N − 2)2/4. We also provide
necessary and sufficient conditions for the existence of positive solutions of (0.1)
that are comparable with the fundamental solutions of

−∆u− λ

|x|2
u = 0 in RN \ {0}.

In particular, for b = 1 and λ = 0, we find a sharp condition on h such that
the origin is a removable singularity for all non-negative solutions of (0.1), thus
addressing an open question of Vázquez and Véron.

2000 Mathematics Subject Classification. Primary 35J60, 35B40; Secondary 35J25, 35B33.
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CHAPTER 1

Introduction

1.1. Background and aims

The local behaviour of solutions (sub-super-solutions) of second-order, quasi-
linear elliptic, divergence structure, partial differential equations has been the main
theme of investigation by many authors. A question of basic importance in the
study of partial differential equations is to understand the behaviour of all possible
solutions near an isolated singularity. As recalled in [10], Bôcher’s Theorem in
harmonic analysis states that a positive harmonic function u in the punctured unit
ball B1(0) \ {0} in RN with N ≥ 2 must be of the form{

a log(1/|x|) + g(x) if N = 2,

a|x|2−N + g(x) if N ≥ 3,

where a is a non-negative constant and g is a harmonic function in the ball B1(0).
However, it is difficult in general to give as complete a description of the behaviour
of solutions near an isolated singularity for nonlinear partial differential equations.
Serrin [34, 35] obtained the earliest general results on the isolated singularities of
solutions for quasilinear elliptic equations in divergence form

(1.1) div A(x, u,∇u) = B(x, u,∇u)

where A (respectively, B) is a given vector (respectively, scalar) function of the
variables x, u,∇u such that the growth of B is dominated by that of A. Continuing
Serrin’s work [34], Kichenassamy and Véron [25] studied the isolated singularities
for the m-Laplace equation

∆mu = div (|∇u|m−2∇u) = 0 with m > 1.

We refer to Véron [45] for the development of the singularity theory for solutions
to nonlinear second-order differential equations of elliptic (and parabolic) type up
to 1996. The topic of isolated singularities continues to attract a lot of attention.
New results on universal estimates of spatial singularities for quasilinear elliptic
equations of the form −∆mu = f(u) and also for semilinear systems of Lane–Emden
type are obtained in [29] based on Liouville type theorems. Other recent progress
includes the classification of singularities for non-negative viscosity solutions for the
infinite Laplace equation

∆∞u =:
N∑

i,j=1

uxiuxjuxixj = 0

(see [32]) and, more generally, for the Aronsson equation (see [23]).
The most intricate situations in the study of the singularity problem for quasi-

linear elliptic equations such as (1.1) arise when the growth of B is bigger than that
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2 1. INTRODUCTION

of A (cf., Véron [45]). Understanding the possible behaviour near the singularity
of all solutions to such problems is mainly limited to particular classes of nonlin-
ear models. Much research originated in attempts to generalize the well-known
classification results on ∆u = |u|q−1u in B1(0) \ {0} due to Véron [43, 44] for
1 < q < N/(N − 2) (any q > 1 if N = 2) and Brezis–Véron [9] for q ≥ N/(N − 2).
We refer to Friedman–Véron [19] and Vázquez–Véron [40] for the classification of
the isolated singularities of solutions of ∆mu = |u|q−1u with q > 1 and 1 < m ≤ N .
These results were extended in the recent paper [15] to weighted quasilinear elliptic
equations by developing new techniques relying on the regular variation theory.

After the groundbreaking paper [9], much research was devoted to the remov-
ability of singularities of solutions to elliptic partial differential equations. Labutin
[26] obtained a removability result for fully nonlinear uniformly elliptic equations of
the form F (D2u) + f(u) = 0, where f satisfies certain sharp conditions depending
on F . Recently, Felmer and Quaas [18] extended the results of Brezis–Véron [9] and
Labutin [26] to a large class of nonlinear second order elliptic differential operators
for which a fundamental solution can be constructed. However, up to this point,
it is still open the following question of Vázquez–Véron [42] on the removability of
singularities for the equation

(1.2) −∆u+ h(u) = 0 in Ω∗ := Ω \ {0},

where h is a continuous non-decreasing real function. From now on, Ω denotes an
open subset of RN with N ≥ 3 such that 0 ∈ Ω.

Question (Vázquez–Véron, [42]): What is the weakest assumption on h
such that any isolated singularity of a non-negative solution of (1.2) is removable?

In this paper we are motivated by [22], [15] and [11] to give a complete classi-
fication of the singular solutions for a broader class of nonlinear elliptic equations
than (1.2). As a byproduct, we resolve Vázquez–Véron’s question when h is reg-
ularly varying at ∞ of index greater than 1 (see §1.3). An important feature of
our study lies in the incorporation of inverse square potentials and weighted non-
linearities, thereby embracing classes of time-independent nonlinear Schrödinger
equations. We consider semilinear elliptic equations of the form

(1.3) −∆u− λ

|x|2
u+ b(x)h(u) = 0 in Ω∗ := Ω \ {0},

where λ is a real parameter such that −∞ < λ ≤ (N − 2)2/4. Throughout this
paper, all solutions are understood in the sense of distributions (see Definition 1.1
in §1.2). The precise assumptions on b and h are given in the next section.

Our Theorems 2.1, 2.2 and 2.4 on (1.3) with −∞ < λ < (N − 2)2/4 will refine
and generalize the main results in [15] on ∆u = b(x)h(u) in Ω∗ with N ≥ 3, as well
as Theorem 1.1 in [11] on (1.3) with b = 1 and 0 < λ < (N − 2)2/4. The method
of proof outlined in [11] relies essentially on the fact that every positive solution
of (1.3) blows-up at zero for 0 < λ < (N − 2)2/4. Since this is not the case when
λ ≤ 0, the approach in [11] is not applicable to our problem. In this paper, we
treat through a different approach the more general setting of (1.3) for the whole
range −∞ < λ ≤ (N − 2)2/4 and completely describe the asymptotic behaviour
near zero for all positive solutions of (1.3). Specifically, our Theorem 2.4 improves
and generalizes the main result in [11] and [14] by establishing a trichotomy of
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positive solutions for (1.3) under optimal conditions. Our structural assumptions
on b and h will rely on regular variation theory as in [15].

For the first time appears here Theorem 2.3 specific to 0 < λ < (N − 2)2/4,
as well as Theorem 2.6 and Theorem 2.7, which fully classify the isolated singular-
ities of (1.3) for λ = (N − 2)2/4. Moreover, we establish necessary and sufficient
conditions for the existence of positive solutions of (1.3) that are comparable with
the fundamental solutions of (2.2) (see Theorem 2.1 when λ < (N − 2)2/4 and
Theorem 2.5 for λ = (N − 2)2/4). These results with respect to the dominant
fundamental solution of (2.2) generalize theorems of Guerch and Véron [22] for
positive solutions of (1.3) with b = 1 and h a continuous non-decreasing real func-
tion. We use Φ±λ (respectively Ψ±) to denote the fundamental solutions of (2.2)
when λ < (N − 2)2/4 (respectively, λ = (N − 2)2/4). Their definition is given by
(2.3) and (2.24), respectively. As a novelty, Theorem 2.1 and Theorem 2.5 give
sharp conditions for (1.3) to admit positive solutions comparable with the other
fundamental solution of (2.2) (i.e., Φ−λ and Ψ−, respectively).

Our main results are stated in Chapter 2 and illustrated in Chapter 7. We
mention here (and further explain in Chapter 2) that we differentiate our results at
two levels. First, we need to reason differently according to whether λ < (N−2)2/4
(see Theorems 2.1–2.4) or λ = (N − 2)2/4 (see Theorems 2.5–2.7). Second, it is
vital to distinguish the case λ ≤ 0 from 0 < λ < (N −2)2/4. This distinction arises
from the viewpoint of critical exponents vis-à-vis the index q of regular variation
for h in (1.5): we have only one such exponent q∗ if λ ≤ 0 versus two critical
exponents q∗ and q∗∗ if 0 < λ < (N − 2)2/4. We define q∗ and q∗∗ in (1.11) as
we need the precise assumptions on b and h in §1.2. It turns out that q∗ = q∗∗

if λ = (N − 2)2/4. Another feature of this paper is to reveal a new asymptotic
behaviour of the solutions of (1.3) in regard to the critical exponents in Theorems 2.3
and 2.4 for λ < (N − 2)2/4, respectively Theorems 2.6 and 2.7 for λ = (N − 2)2/4.

1.2. Our framework

1.2.1. The concept of solution of (1.3). Unless otherwise stated, we always
impose the following.

Assumption A. The function h is continuous on R and positive on (0,∞)
with h(0) = 0 such that h(t)/t is bounded for small t > 0, while b(x) is a positive
continuous function on Ω \ {0}.

By a solution of (1.3) we mean a C1(Ω∗)-solution of (1.3) in the sense of dis-
tributions in Ω∗ (in D′(Ω∗)). More precisely, we give the following.

Definition 1.1. A function u is said to be a solution (sub-solution, super-
solution) of (1.3) if u(x) ∈ C1(Ω∗) and for all functions (non-negative functions)
φ(x) in the space C1

c (Ω∗), we have

(1.4)
∫

Ω

∇u · ∇φdx−
∫

Ω

λ

|x|2
uφ dx+

∫
Ω

b(x)h(u)φdx = 0 (≤ 0, ≥ 0).

By C1
c (Ω∗), we denote the space of C1(Ω∗)–functions with compact support in

Ω∗. We say that a solution of (1.3) can be extended to a solution of (1.3) in all Ω
if (1.4) holds for every φ ∈ C1

c (Ω).
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1.2.2. On regular variation theory. The structure conditions on the lower
order term in (1.3) involve the regular variation theory, a key ingredient in our
approach similar to earlier work without potential in [14, 15]. Next, we recall the
definition of a slowly varying function.

Definition 1.2. A positive measurable function L defined on an interval
(A,∞) with A > 0 is called slowly varying at ∞ if

lim
t→∞

L(ξt)
L(t)

= 1 for every ξ > 0.

A function φ is called regularly varying at∞ with real index m, or φ ∈ RVm(∞)
in short, if φ(t) = tmL(t) for some function L that is slowly varying at ∞. Hence,
a slowly varying function at ∞ is a regularly varying function at ∞ with index 0.

Example 1.3. Any positive constant function is trivially a slowly varying func-
tion. Other non-trivial examples of slowly varying functions at ∞ include:

(a) The logarithm log t, its m-iterates logm t (defined as log logm−1 t) and
powers of logm t for any integer m ≥ 1.

(b) exp
(

log t
log log t

)
.

(c) exp((log t)ν) with ν ∈ (0, 1).
(d) exp{(log t)1/3 cos((log t)1/3)}.

These examples show that the limit at ∞ of a slowly varying function (at ∞),
say L, cannot be determined in general, and it may not even exist. Indeed, in
Example 1.3(d) above, we have

lim inf
t→∞

L(t) = 0 and lim sup
t→∞

L(t) = +∞.

In contrast, if φ ∈ RVm(∞) with m > 0 (respectively, m < 0), then limt→∞ φ(t) =
∞ (respectively, 0). The concept of regular variation can be given at zero.

Definition 1.4 (see [33]). We say that r 7−→ L(r) is slowly varying at (the
right of) zero if the function t 7−→ L(1/t) is slowly varying at ∞

For properties of regularly varying functions used in this paper, see Appendix A.

1.2.3. Notation and main assumption. By f1(t) ∼ f2(t) as t → t0 for
t0 ∈ R ∪ {±∞}, we mean that limt→t0 f1(t)/f2(t) = 1. We shall assume we are
given two functions Lh and Lb which are slowly varying1 at ∞ and 0, respectively.
Their subscripts indicate the functions they are associate with, namely:

(1.5)

{
h(t) ∼ h̃(t) := tqLh(t) as t→∞ for some q > 1,

b(x) ∼ |x|θLb(|x|) as |x| → 0 for some θ > −2.

This means that h is regularly varying at ∞ with index q, while b behaves near
the origin as a regularly varying function at 0 with index θ. The above asymptotic
information is crucial in obtaining a complete classification of the behaviour near the
origin for all positive solutions of (1.3). This classification is intimately connected
with the inequalities q > 1 and θ > −2 that appear in (1.5). In particular, our

1We shall follow the custom of denoting a slowly varying function by L, possibly with sub-

scripts, the letter L being a reminder of the French word lentement since one of the first works on
Karamata’s theory was published in French [24].
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results will be very different from those pertaining to nonlinearities h with sub-
linear growth treated elsewhere (see, for example, Bidaut-Véron and Grillot [3],
where h(t) = tq with 0 < q < 1 and b(x) = |x|θ with θ > −2).

1.2.4. Smoothness properties. By (1.5) and Proposition A.2 in the Ap-
pendix A, we can assume, without loss of generality, that Lh ∈ C2[t0,∞) and
Lb ∈ C2(0, r0] for some positive constants t0 and r0, such that:

(1.6) lim
t→∞

tL′h(t)
Lh(t)

= lim
t→∞

t2L′′h(t)
Lh(t)

= 0 and lim
r→0

rL′b(r)
Lb(r)

= lim
r→0

r2L′′b (r)
Lb(r)

= 0.

The function h̃ defined by (1.5) can be extended to the rest of the interval [0,∞) so
that h̃(t)/t is increasing on (0,∞) and h̃ is continuous on [0,∞). Moreover, using
(1.6) we obtain that

(1.7) lim
t→∞

h̃(t)
h(t)

= 1, lim
t→∞

th̃′(t)
h̃(t)

= q, lim
t→∞

th̃′′(t)
h̃′(t)

= q − 1 > 0.

1.2.5. A priori estimates. It is useful to introduce the following functions

(1.8)

{
f(t) := h̃(t)/t = tq−1Lh(t) for large t > 0,

J (r) := rθ+2Lb(r) and K(r) := f−1(1/J (r)) for small r > 0,

where f−1(t) denotes the inverse of f at t, which exists for t > 0 large because f
is increasing on (0,∞) with limt→∞ f(t) =∞. Using that limr→0 1/J (r) =∞, we
can define K as above. This function plays an important role in the paper such as
in the a priori estimates of Lemma 4.1: for every r > 0 sufficiently small, there
exists a positive constant C depending on r such that

u(x) ≤ CK(|x|) for any 0 < |x| ≤ r,

where u is an arbitrary positive (sub-)solution of (1.3).
Using (1.6), we readily obtain C2-smoothness for f and J , whose properties

given by Remark A.12 in the Appendix A will be later exploited in the construction
of sub-super-solutions of (1.3) in Lemma 5.13.

1.2.6. Solutions with a dominating behaviour at zero. An important
common feature for all λ ≤ (N − 2)2/4 regards a positive solution u of (1.3) with
a dominating behaviour at zero (meaning that for any positive solution ũ of (1.3),
we have either lim|x|→0 u(x)/ũ(x) = 1 or lim|x|→0 u(x)/ũ(x) =∞). We define

(1.9) Θ :=
θ + 2
q − 1

, ` := λ+ Θ(Θ + 2−N), p :=
N − 2

2
−
√

(N − 2)2

4
− λ.

If ` > 0 and λ ≤ (N − 2)2/4, then we prove that any positive solution u of (1.3)
with a dominating behaviour at 0 satisfies

(1.10) u(x) ∼ `
1
q−1K(|x|) as |x| → 0.

To formulate this more precisely, we need to look at the roots of ` = 0 as an
equation in q. If λ 6= 0, then the equation `(q) = 0 has two roots q∗ and q∗∗:

(1.11) q∗ = q∗(N,λ, θ) :=
N + θ − p
N − 2− p

, q∗∗ = q∗∗(N,λ, θ) :=
p+ θ + 2

p
.
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Note that if λ = 0, then `(q) = 0 renders only one root q = (N + θ)/(N − 2), that
is q = q∗ in which p is replaced by 0. When λ = (N − 2)2/4, then

q∗ = q∗∗ =
N + 2θ + 2
N − 2

since ` = [Θ− (N − 2)/2]2. It turns out that q∗ and q∗∗ play a critical role when it
comes to classifying the asymptotic behaviour near zero for all positive solutions of
(1.3). Assuming (1.5) and excluding for the moment q = q∗ and q = q∗∗, our main
results prove in particular that

(S1) If−∞ < λ ≤ (N−2)2/4 and 1 < q < q∗, then any positive solution of (1.3)
with a dominating behaviour at zero satisfies (1.10) (see Theorem 2.4(C1)
and Theorem 2.7(C1)).

(S2) If 0 < λ ≤ (N − 2)2/4 and q > q∗∗, then all positive solutions of (1.3)
are asymptotic at zero and satisfy (1.10) (we refer to Theorem 2.3(a) for
0 < λ < (N − 2)2/4 and Theorem 2.6(b1) for λ = (N − 2)2/4).

(S3) If −∞ < λ ≤ 0 and q > q∗, then for every positive solution u of (1.3),
|x|pu(x) converges to some positive number. The same conclusion applies
for 0 < λ < (N − 2)2/4 provided that q∗ < q < q∗∗ (see Theorem 2.2).

The analysis of the critical exponents q = q∗ and q = q∗∗ would require addi-
tional information on Lh and Lb. Our further assumptions are essential only for
q = q∗∗ in Theorem 2.3 or q = q∗ in Theorem 2.4 when λ < (N−2)2/4, respectively
q = q∗ in Theorems 2.6 and 2.7 when λ = (N − 2)2/4.

1.2.7. Further assumptions. In addition to Lh(t) and Lb(1/t) being slowly
varying functions at ∞, it will be convenient to have extra information on their
asymptotic behaviour at ∞. The first in a set of additional assumptions involves
regular variation theory, being easily verifiable in each particular case:

(1.12)

{
(a) t 7−→ Lh(et) is regularly varying at ∞ with index α1 ∈ R,
(b) t 7−→ Lb(e−t) is regularly varying at ∞ with index α2 ∈ R.

Remark 1.5. When (1.12)(a) holds in either of the situations (S1) and (S2)
above, then (1.10) can be refined as follows

(1.13) u(x) ∼
{

Θα1

`
|x|θ+2Lb(|x|)Lh(1/|x|)

}− 1
q−1

as |x| → 0.

Indeed, from (1.10) and (1.8), we have

(1.14) uq−1Lh(u) ∼ `

|x|θ+2Lb(|x|)
as |x| → 0.

Since u(x) is asymptotically equivalent to a regularly varying function at zero of
index −Θ, we have log u(x) ∼ Θ log(1/|x|) as |x| → 0. Thus (1.12)(a) implies that

Lh(u(x)) ∼ Θα1Lh(1/|x|) as |x| → 0,

which combined with (1.14), proves our claim in (1.13).

Example 1.6. One prototype model to keep in mind for (1.12)(a) and (1.12)(b),
respectively is given by

(1.15)

{
Lh(t) ∼ (log t)α1 as t→∞, where α1 ∈ R,
Lb(1/t) ∼ (log t)α2 as t→∞, where α2 ∈ R.
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In Chapter 7 we summarize the classification of the behaviour near zero of all
positive solutions of (1.3) on the example in (1.15).

More generally, (1.12)(a) holds if Lh(t) ∼ L(t) as t→∞ and

L(t) = Πj
i=1(logmi t)

βi ,

where j,mi are positive integers and βi ∈ R for i = 1, . . . , j. Here we use the
notation logmi t for the mi–iterated logarithm. Without loss of generality, we can
take 1 ≤ m1 < m2 < . . . < mj . Then t 7−→ Lh(et) is regularly varying at ∞ with
index equal to β1 (respectively, 0) if m1 = 1 (respectively, m1 > 1). Similarly,
(1.12)(b) is verified if Lb(1/t) ∼ L(t) as t→∞.

But not all slowly varying functions Lh(t) and Lb(1/t) can be subsumed under
(1.12) as shown by Example 1.3(b), (c). For such cases, we envisage a different set
of postulates stated below as either (a) or (b) for Lb, respectively (c) or (d) for Lh:

(1.16)

{
(a) Lb(e−t) ∼ Λ(t) as t→∞,
(b) Lb(e−t) ∼ 1/Λ(t) as t→∞,

(c) Lh(et) ∼ Λ(t) as t→∞,
(d) Lh(et) ∼ 1/Λ(t) as t→∞.

The function Λ in (1.16) is defined on some interval [A,∞) by

(1.17) Λ(t) := exp
(∫ t

A

dτ

S(τ)

)
,

where S ∈ C1[A,∞) is a positive function which satisfies

lim
t→∞

S(t) =∞ and lim
t→∞

S′(t) = 0.

Remark 1.7. Unlike (1.12), the assumptions in (1.16) do not make Lb(e−t)
and Lh(et) regularly varying at ∞. Indeed, we see that Λ in (1.17) is a positive
C2-function on (A,∞) such that limt→∞ tΛ′(t)/Λ(t) =∞. Then by Proposition 2.7
in [12], it follows that Λ in (1.17) is rapidly varying at ∞ with index ∞, that is

lim
t→∞

Λ(ξt)
Λ(t)

= ξ∞ =


∞ if ξ > 1,

0 if ξ ∈ (0, 1),
1 if ξ = 1.

To be more precise, we have that Λ is a Γ-varying function at∞ with auxiliary
function S (see Lemma 3.4 in [12]). We recall the following.

Definition 1.8 (see [31]). A non-decreasing function f defined on an interval
(A,∞) is called Γ-varying at ∞ if limt→∞ f(t) = ∞ and there exists a function
χ : (A,∞)→ (0,∞) such that

lim
t→∞

f(t+ ξχ(t))
f(t)

= eξ for every ξ ∈ R.

The function χ is called an auxiliary function and is unique up to asymptotic
equivalence. The class of Γ-varying functions was introduced by de Haan [17] in
connection with extreme value theory. For examples and properties of Γ-varying
functions, we refer to [5], [17], [20] or [31].

Example 1.9. As models for Λ in (1.17) which can be used in (1.16), we have
(a) Λ(t) = exp(t/ log t) when S(t) ∼ log t as t→∞,
(b) Λ(t) = exp(tν) with 0 < ν < 1 when S(t) ∼ (1/ν) t1−ν as t→∞.
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We refer to Section 7.2 in Chapter 7 for a summary of our results in situa-
tions that involve (1.16). Corollaries 7.6–7.8 show how different combinations of
hypotheses in (1.12) and (1.16) affect the asymptotic behaviour of solutions of (1.3)
for the critical exponents q = q∗ and q = q∗∗ in (1.5).

1.3. On Vázquez–Véron’s open question

We recall that the origin is called a removable singularity for a solution u of
(1.2) if u can be extended to a C1–solution of (1.2) in D′(Ω). From Theorems 2.1
and 2.2 with λ = 0 and b = 1, we obtain that

(1.18)
∫ ∞

1

h(t) t−2(N−1)/(N−2) dt = +∞

is the weakest condition on h to resolve Vázquez–Véron’s question (when h sat-
isfies (1.5) and Assumption A in §1.2). Assumption A ensures that the strong
maximum principle holds for (1.2) so that we need consider only positive solutions
of (1.2). We know that the origin is a removable singularity for (1.2) if and only if
lim|x|→0 u(x)/|x|2−N = 0 (cf., [44]). Moreover, from [44] or [42], we have that

(1.19)
∫ ∞

1

h(t) t−2(N−1)/(N−2) dt < +∞

is a necessary and sufficient condition for the existence of positive solutions of
(1.2) with a weak singularity at zero (that is, 0 < lim|x|→0 u(x)/|x|2−N < ∞).
Brezis and Bénilan introduced the condition (1.19) for solving equations such as
−∆u+h(u) = ν, where the right-hand side is a bounded measure (see [2]). Although
(1.18) is a necessary condition for the removability of all singularities of the positive
solutions of (1.2), it is in general not sufficient. The main difficulty of Vázquez–
Véron’s question amounts to ruling out the solutions with strong singularities at 0
(when lim|x|→0 u(x)/|x|2−N = ∞). Theorem 2.2 in [42] shows that there exist no
positive solutions of (1.2) with a weak singularity at zero, but infinitely many with
a strong singularity at zero provided that (1.18) holds and

(1.20)
∫ ∞

1

dt√
th(t)

=∞.

By Remark 2.2 in [42], there exist continuous non-decreasing functions h satisfying
(1.18) and (1.20). In a seminal paper [9], Brezis and Véron proved that if h satisfies

(1.21) lim inf
|t|→∞

|h(t)|
|t|N/(N−2)

> 0,

then the origin is a removable singularity for any solution of (1.2). This result was
extended by Vázquez and Véron [42, Theorem 3.1] under the weaker assumption

(1.22) lim inf
|t|→∞

|h(t)| log(|t|)
|t|N/(N−2)

> 0,

which, in fact, can be improved as

(1.23) lim inf
|t|→∞

|h(t)| log(|t|) log log(|t|)
|t|N/(N−2)

> 0,

where the function log can be further iterated in (1.23) (cf., Remark 3.1 in [42]).
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Our Theorem 2.2 with λ = 0 and b = 1 improves the above-mentioned remov-
ability results. Indeed, let h satisfy Assumption A in §1.2 and h(t) = tN/(N−2)L(t)
for large t > 0, where L(t) is given by Example 1.3(d) in §1.2, namely

(1.24) h(t) = t
N
N−2 exp{(log t)1/3 cos((log t)1/3)} for large t > 0.

For such an example we cannot use the removability result in [42] since (1.23) fails
(even when taking into account the improvements in Remark 3.1 of [42]). However,
h in (1.24) satisfies (1.18) and (1.5) with q = N/(N − 2) so that by Theorem 2.2
with λ = 0 and b = 1, we conclude that the origin is a removable singularity for
all positive solutions of (1.2). Remark that in Theorem 2.2 we do not require any
monotonicity for h and the integral in (1.20) is finite because h satisfies (1.5).

We also contrast Theorem 2.2 with an analogous result (Theorem 1.3) in [15].
Although the latter applies to quasilinear elliptic equations of the form

(1.25) ∆mu = b(x)h(u) in Ω∗ with 1 < m < N,

for the sake of comparison, we restrict to m = 2 in (1.25), corresponding to (1.3)
with λ = 0. Theorem 1.3 in [15] proves that if Assumption A and (1.5) hold with
q ≥ (N + θ)/(N − 2) and, in addition, for q = (N + θ)/(N − 2) we have

(1.26) lim inf
t→∞

Lh(t) > 0 and lim inf
r→0

Lb(r) > 0,

then any positive solution of (1.3) with λ = 0 can be extended as a (distribution)
solution of ∆u = b(x)h(u) in all Ω. This follows easily when q > (N + θ)/(N − 2)
since Corollary 4.3 gives that

(1.27) lim
|x|→0

u(x)/|x|2−N = 0 for any positive solution u.

Hence, u ∈ L∞loc(Ω) and Theorem 1 of Serrin [35] is applicable. However, to derive
(1.27) for q = (N+θ)/(N−2), the argument of Theorem 1.3 in [15] requires (1.26).
This assumption clearly implies that

(1.28) lim
τ→0

∫ $

τ

rN+θ−1−(N−2)qLb(r)Lh(r2−N ) dr =∞

for any small $ > 0 when we prove that (1.27) is still valid (see Lemma 5.8 in
Chapter 5). Moreover, our condition (1.28) is sharp in the sense that if (1.28) fails
and h is non-decreasing on [0,∞), then there exist positive solutions of

∆u = b(x)h(u) in B1(0) \ {0}

satisfying lim|x|→0 u(x)/|x|2−N ∈ (0,∞) (see Lemma 5.6).
More importantly, in this paper we reveal all the possible behaviour near zero

for the positive solutions of more general equations such as (1.3), which introduce
an inverse square potential λ|x|−2u with −∞ < λ ≤ (N − 2)2/4.

1.4. An outline of our results

For background and motivation of our study, see [22], [11] and [15]. Our
findings here incorporate several improvements and extensions over those recently
published in [11] on (1.3) with 0 < λ < (N−2)2/4, b = 1 and 1 < q < q∗, as well as
in [15] on (1.25) with m = 2. We confine our details below to −∞ < λ < (N−2)2/4.
We assume (1.5) and define p as in (1.9). Let q∗ and q∗∗ be given by (1.11).
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Instead of (1.27), we prove that

(1.29) lim
|x|→0

u(x)/|x|2−N+p = 0 for any positive solution u of (1.3),

under a sharp condition that generalizes (1.28), namely

(1.30) lim
τ→0

∫ $

τ

rN+θ−1−p−(N−2−p)qLb(r)Lh(r2−N+p) dr =∞.

However, a more delicate task in this paper is to refine the conclusion of (1.29).
In Theorem 2.2, we assume (1.30) and establish that lim|x|→0 |x|pu(x) ∈ (0,∞) for
any positive solution of (1.3) provided that

(1.31) lim
τ→0

∫ $

τ

rθ+1−p(q−1)Lb(r)Lh(r−p) dr <∞

for some small $ > 0. This assumption is always verified if λ ≤ 0. For 0 < λ <
(N − 2)2/4, we prove that condition (1.31) in Theorem 2.2 is sharp.

Theorem 2.3 tackles the case when (1.31) does not hold, which is specific to
0 < λ < (N − 2)2/4, proving that all positive solutions of (1.3) are asymptotic at
zero and they satisfy lim|x|→0 |x|pu(x) = 0. Theorem 2.3 implies that q ≥ q∗∗ and
applies automatically when q > q∗∗ (see (2.11)). We also describe the behaviour
of the positive solutions of (1.3) near 0 by differentiating between q > q∗∗ (when u
satisfies (1.10)) and q = q∗∗. The analysis of the critical exponent q = q∗∗ is more
involved and depends on the additional hypotheses in (1.12) and (1.16).

Theorem 2.4 treats the remaining situation that the limit in (1.30) is finite and
proves that any positive solution u of (1.3) with −∞ < λ < (N − 2)2/4 satisfies
exactly one of the following as |x| → 0:

(A) |x|pu(x) converges to a positive number;
(B) |x|N−2−pu(x) converges to a positive number;
(C) |x|N−2−pu(x)→∞.

Theorem 2.4 implies that q ≤ q∗ (see (2.9)) and applies whenever 1 < q < q∗. In
Case C above, we give a precise asymptotic behaviour of u at 0 by distinguishing
between q < q∗ (when u satisfies (1.10)) and q = q∗. The examination of q = q∗ is
here new compared with [15] and [11]. We find that the solutions in Case (C) of
Theorem 2.4 satisfy (2.21) when q = q∗ and (1.12)(a) holds.

Our classification results are established under the optimal conditions and the
existence of positive solutions as prescribed by each of these theorems is guaran-
teed if h(t)/t is increasing on (0,∞) (see Lemmas 5.6 and 5.7). More exactly, in
Theorem 2.1 we prove that if h(t)/t is increasing on (0,∞), then (1.3) admits posi-
tive solutions in B1(0) \ {0} with lim|x|→0 |x|N−2−pu(x) = 0 and any such solution
satisfies lim|x|→0 |x|pu(x) ∈ (0,∞) if and only if (1.31) holds. In turn, there exist
positive solutions of (1.3) in B1(0)\{0} with lim|x|→0 |x|N−2−pu(x) ∈ (0,∞) if and
only if the limit in (1.30) is finite.

1.4.1. Some details of our proofs. We now explain the main advances and
innovation of our proofs. The crucial ingredient in the proof of Theorems 2.1 and 2.2
is Proposition 5.1, which shows that if (1.31) holds, then lim|x|→0 |x|pu(x) ∈ (0,∞)
for any positive solution of (1.3) satisfying lim|x|→0 u(x)/|x|2−N+p = 0. While
lim sup|x|→0 |x|pu(x) <∞ is a simple consequence of the comparison principle (see
Lemma A.9 in Appendix A), the proof of lim inf |x|→0 |x|pu(x) > 0 is quite intricate.
To this end, we show that u is bounded from below by a positive solution v of a
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suitable ODE. We aim to prove that limr→0 r
pv(r) ∈ (0,∞) for λ ≤ 0 (when we

need to rule out limr→0 r
pv(r) = 0) and lim|x|→0 u(x) =∞ for 0 < λ < (N −2)2/4.

We proceed by contradiction and perform a suitable change of variable

(1.32) y(s) = rpv(r) with s = r2p−N+2.

This leads to a second order linear ODE for which we can apply Theorem 1.14
in [28] to reach a contradiction. To conclude that lim inf |x|→0 |x|pu(x) > 0 for
0 < λ < (N − 2)2/4, we need an extra step that requires (1.31) and relies on the
results in Chapter 3. Having proved that lim sup|x|→0 |x|pu(x) ∈ (0,∞), we modify
a blow-up technique of Friedman–Véron [19] (also used in Theorem 5.1 of [15]) to
complete the proof of Proposition 5.1. Our adaptation in Lemma 5.4 takes into
account the inverse square potential, which does not appear in [19] or [15].

Theorem 2.4 extends and improves through a different approach Theorem 1.1 in
[11], where (1.3) is considered for 0 < λ < (N − 2)2/4, b = 1 and 1 < q < q∗. More
precisely, we prove that Case (B) of Theorem 2.4 holds for a positive solution u of
(1.3) satisfying lim sup|x|→0 |x|N−2−pu(x) ∈ (0,∞) by applying a blow-up technique
similar to Lemma 5.4. By Proposition 5.1 explained above, we have that Case (A)
in Theorem 2.4 occurs whenever lim|x|→0 |x|N−2−pu(x) = 0. Indeed, (2.8) shows
that (1.31) holds if the limit in (1.30) is finite because the integral in (1.30) and
(1.31) corresponds to I∗ and I∗∗ in (2.4), respectively. For Theorem 2.4(C) with
q < q∗, we establish (1.10) using a perturbation technique inspired by Theorem 1.4
in [15], but we simplify our construction of sub-super-solutions in Lemma 5.13. The
trichotomy of solutions in Theorem 2.4 is also valid for q = q∗ provided that the
limit in (1.30) is finite. This sharp condition is crucially involved in the asymptotic
behaviour of (2.21), which pertains to Theorem 2.4(C) with q = q∗. In this case,
we have log u(x) ∼ log(|x|2−N+p) as |x| → 0 and, under the extra assumption
(1.12)(a), we obtain that

h(u(x)) ∼ Lh(|x|2−N+p)[u(x)]q
∗

as |x| → 0.

We are now able to reduce our investigation to the study of positive radial solutions
for equations with critical power nonlinearities and apply Corollary 3.3 in Chapter 3.

In relation to Theorem 2.2, we note that q ≥ q∗ if (1.30) holds. By Propo-
sition 5.1, it remains to prove that (1.30) implies (1.29) and we need to treat
separately q = q∗ (when q > q∗ we can use Corollary 4.3). Our argument in
Lemma 5.8 is new and distinct from Theorem 1.3 of [15], which was compared
with Theorem 2.2 in Section 1.3. By Harnack inequality, it is enough to show that
lim inf |x|→0 u(x)/|x|2−N+p = 0 (see Corollary 4.5). We proceed by contradiction
and reduce to the case of positive solutions for ODEs studied in Proposition 3.1.

For Theorem 2.3, we adapt the ideas in Lemma 5.8 to prove that when the
integral in (1.31) is infinite, then lim|x|→0 |x|pu(x) = 0 for every positive solution
of (1.3). This enables us to prove here a priori that all positive solutions of (1.3)
are asymptotic at zero to any positive C2-function U satisfying

(1.33) U ′′(r) +
N − 1
r
U ′(r) +

λ

r2
U(r) ∼ rθLb(r)h̃(U(r)) as r → 0,

where h̃ is given by (1.5) (see Lemma 5.10). The proof uses again a suitable
reduction to the case of radial solutions v, in conjunction with a change of variable
of the type (1.32). For the new equation, we show that any two positive solutions
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are asymptotic as s→∞ using an argument inspired by Theorem 1.1 in Taliaferro
[36]. Each of the explicit asymptotic behaviour of the solutions in Theorem 2.3(a)–
(d) is found by constructing adequate C2-functions U satisfying (1.33). This is an
extremely useful piece of information that was not available a priori in Case (C)
of Theorem 2.4, which explains the different approach between these two theorems
(although they share (1.10) for non-critical exponents).

1.4.2. Organization of the paper. All the main results summarized above
for −∞ < λ < (N − 2)2/4 will be stated precisely in Section 2.1 of Chapter 2
and proved in Chapter 5. Although analogous to a certain extent, the results for
λ = (N − 2)2/4 are very different from those in the case −∞ < λ < (N − 2)2/4.
In Section 2.2 of Chapter 2, we present our main theorems for λ = (N − 2)2/4 (see
Theorems 2.5–2.7), which will be demonstrated in Chapter 6. Often in the proofs
of our main results, we shall try to reduce to the study of positive radial solutions
to equations with power nonlinearities h(t) = tq with q > 1, whose asymptotic
properties near zero are investigated in Chapter 3. But to extend these properties
to all positive solutions of (1.3) in the framework of (1.5), we need many more tools
and a number of techniques as outlined in our previous section. In Chapter 4 we
include a number of basic ingredients such as a priori estimates for the positive
solutions of (1.3), a Harnack-type inequality and a regularity lemma. These results
and their consequences form the foundation on which we can develop our methods
in Chapters 5 and 6 to establish the main results for (1.3) with λ < (N −2)2/4 and
λ = (N−2)2/4, respectively. In Chapter 7, we illustrate our complete classification
results for (1.3) in several situations. In particular, in Section 7.1, we show all the
possible behaviour near zero of the positive solutions of (1.3) when

h(t) ∼ tq(log t)α1 as t→∞ and b(x) ∼ |x|θ[log(1/|x|)]α2 as |x| → 0,

where q > 1, θ > −2 and α1, α2 are any real numbers. We distinguish between
λ < (N − 2)2/4 in Corollary 7.1 and λ = (N − 2)2/4 in Corollary 7.3. Finally,
in Appendix A, we include properties of regularly varying functions needed in this
paper along with a comparison principle (Lemma A.9) and some asymptotic results.
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CHAPTER 2

Main results

In this paper, we establish a complete classification of all positive solutions of
(1.3) for any λ with −∞ < λ ≤ (N − 2)2/4 in the presence of (1.5) and any of the
following sets of hypotheses:

• (1.12)(a) and (1.12)(b). We later illustrate this complete classification on
the example in (1.15) (see Section 7.1 in Chapter 7).

• (1.12)(a) and (1.16)(a) (see Corollary 7.6);
• (1.12)(a) and (1.16)(b) (see Corollary 7.7);
• (1.12)(b), (1.16)(c) and S is regularly varying at ∞ (see Corollary 7.8).

The condition λ ≤ (N − 2)2/4 can be seen as related to the Hardy inequality (see,
for example, [8] and [1]). More precisely, if Ω1 is a bounded open subset of RN
(N ≥ 3) and 0 ∈ Ω1, then for R > 0 sufficiently large, there exists a positive
constant C, depending on N and R, such that

(2.1)
∫

Ω1

|∇u|2 dx−
(
N − 2

2

)2 ∫
Ω1

u2

|x|2
dx ≥ C

∫
Ω1

u2

|x|2(log(R/|x|))2
dx

for every u ∈ H1
0 (Ω1). The equality holds if and only if u = 0 and (N − 2)2/4 is

the best constant, which is never achieved. As noted in Chapter 1, it is essential
to distinguish between λ less than (N − 2)2/4, referred to as the subcritical pa-
rameter, and λ equal to (N − 2)2/4, the critical parameter. We separate our main
results accordingly (see §2.1 for the subcritical parameter and §2.2 for the critical
parameter). The reason for this distinction is that the fundamental solutions of

(2.2) −∆u− λ

|x|2
u = 0 in RN \ {0}

play a crucial role in understanding the behaviour near zero of the positive solutions
for (1.3). These fundamental solutions are given by (2.3) for λ < (N − 2)2/4 and
by (2.24) for λ = (N − 2)2/4. As remarked in [22], Φ−λ is a regular solution of (2.2)
in the sense that λ| · |−2Φ−λ (·) is locally integrable in RN and

−∆Φ−λ (x)− λ

|x|2
Φ−λ (x) = 0 in D′(RN ).

The same holds for Φ+
λ if and only if 0 < λ < (N − 2)2/4. Similarly, Ψ± given by

(2.24) is a regular solution of (2.2) for λ = (N − 2)2/4.
Another variance in our analysis occurs at the subcritical level between λ ≤ 0

and 0 < λ < (N − 2)2/4. A non-positive parameter dissociates from the case
of a positive subcritical λ when it comes to the existence of positive solutions of
(1.3) satisfying lim|x|→0 u(x)/Φ−λ (x) = 0. There are no such solutions when λ ≤ 0,
which in terms of the behaviour of an arbitrary positive solution u of (1.3) translates
as either a single-type behaviour (u(x)/Φ−λ (x) converges to a positive number as

13
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|x| → 0 in the framework of Theorem 2.2) or a trichotomy as stated in Theorem 2.4.
This classification will give rise to only one critical exponent q = q∗ which is defined
in (1.11). A more complicated picture emerges for a positive subcritical parameter
λ as another possible behaviour must be accommodated, namely positive solutions
satisfying lim|x|→0 u(x)/Φ−λ (x) = 0 (see Theorem 2.3). As a result, a second critical
exponent q = q∗∗ arises from our analysis (q∗∗ > q∗ as it can be seen from (1.11)).
The two critical exponents q∗ and q∗∗ will merge when λ = (N − 2)2/4.

The reasons for which our results are separated at the above two levels will
be clear once we give the necessary and sufficient conditions for the existence of
positive solutions of (1.3) that are comparable with the fundamental solutions of
(2.2). Two key players in the formulation of these conditions are f and J in (1.8).

Before proceeding further, a reader interested in getting some intuition behind
our argument might want to look now at Chapter 3. There we study the positive
radially symmetric solutions of (1.3) in B1(0) \ {0} when h(t) = tq with q > 1 and
b(x) = b0(|x|) for 0 < |x| ≤ 1. Such knowledge provides the motivation and the
guiding principle in the attempt to extend the results in Chapter 3 on the positive
solutions of (3.1) to all positive solutions of (1.3). All our main results in relation
to (1.3) are established under the implicit structural assumption (1.5).

2.1. The subcritical parameter

2.1.1. Preliminaries. In Section 2.1, we assume that −∞ < λ < (N −2)2/4.
Let Φ±λ denote the fundamental solutions of (2.2), namely

(2.3) Φ+
λ (x) = |x|2−N+p and Φ−λ (x) = |x|−p for x ∈ RN \ {0},

where p is given by (1.9). In Theorem 2.1 we provide sharp conditions for (1.3)
to admit positive solutions such that lim|x|→0 u(x)/Φ+

λ (x) ∈ (0,∞), respectively
lim|x|→0 u(x)/Φ−λ (x) ∈ (0,∞). To formulate these conditions, we fix $ > 0 suffi-
ciently small and define

(2.4) I∗(τ,$) :=
∫ $

τ

J (r)f(Φ+
λ (r))

r
dr; I∗∗(τ,$) :=

∫ $

τ

J (r)f(Φ−λ (r))
r

dr

for every τ ∈ (0, $). Using (1.8), we see that for any r > 0 small, we have

(2.5)

{
J (r)f(Φ+

λ (r)) = rN+θ−p−(N−2−p)qLb(r)Lh(Φ+
λ (r)),

J (r)f(Φ−λ (r)) = rθ+2−p(q−1)Lb(r)Lh(Φ−λ (r)).

If limτ→0 I∗(τ,$) <∞, then we observe that

(2.6)


lim
r→0

J (r)f(Φ+
λ (r))∫ r

0

J (t)f(Φ+
λ (t))

t dt
= N + θ − p− (N − 2− p)q ≥ 0,

lim
r→0

Φ+
λ (r)/K(r) = 0.

For the first limit in (2.6), we use Karamata’s Theorem at zero (see Proposition A.6
in Appendix A). Thus, by (1.8), we have limr→0 f(Φ+

λ (r))/f(K(r)) = 0. The second
limit in (2.6) follows from f ∈ RVq−1(∞) and limr→0 Φ+

λ (r) = limr→0K(r) =∞.
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Similarly, if limτ→0 I∗∗(τ,$) <∞, then we find that

(2.7)


lim
r→0

J (r)f(Φ−λ (r))∫ r
0

J (t)f(Φ−λ (t))

t dt
= θ + 2− p(q − 1) ≥ 0,

lim
r→0

Φ−λ (r)/K(r) = 0.

Note that the second limit in (2.7) is obvious if λ ≤ 0 since p ≤ 0.
Since f is an increasing function, we clearly have that

(2.8) if lim
τ→0
I∗(τ,$) <∞, then lim

τ→0
I∗∗(τ,$) <∞.

More generally, when q 6= q∗ with q∗ given by (1.11), then

(2.9) lim
τ→0
I∗(τ,$) <∞ if and only if q < q∗.

However, the case q = q∗ must be analyzed carefully to see whether limτ→0 I∗(τ,$)
is finite or not. On the example of (1.15), we see that for q = q∗, we have
limτ→0 I∗(τ,$) =∞ if and only if α1 + α2 ≥ −1.

The case when λ ≤ 0 distinguishes from λ > 0 in that we always have

(2.10) lim
τ→0
I∗∗(τ,$) <∞ if λ ≤ 0.

For this reason, the classification of the positive solutions of (1.3) for λ ≤ 0 needs
to be analyzed only in two cases: lim

τ→0
I∗(τ,$) =∞ (see Theorem 2.2),

lim
τ→0
I∗(τ,$) <∞ (see Theorem 2.4).

For 0 < λ < (N − 2)2/4, we observe the following:
(a) When q 6= q∗∗ with q∗∗ given by (1.11), then

(2.11) lim
τ→0
I∗∗(τ,$) <∞ if and only if q < q∗∗.

The case q = q∗∗ is not clear a priori as shown by the example of (1.15)
when limτ→0 I∗∗(τ,$) <∞ if and only if α1 + α2 < −1.

(b) If limτ→0 I∗∗(τ,$) =∞, then limτ→0 I∗(τ,$) =∞ (see (2.8)).

2.1.2. Statements of main results. We shall denote B∗ := B1(0) \ {0}.

Theorem 2.1. Let −∞ < λ < (N − 2)2/4 and (1.5) hold. Assume that h(t)/t
is increasing on (0,∞). Then there always exist positive solutions u of (1.3) in B∗

such that lim|x|→0 u(x)/Φ+
λ (x) = 0 and, moreover, any such solution satisfies

(2.12) lim
|x|→0

u(x)
Φ−λ (x)

∈ (0,∞) if and only if lim
τ→0
I∗∗(τ,$) <∞.

There exist positive solutions u of (1.3) in B∗ satisfying

(2.13) lim
|x|→0

u(x)
Φ+
λ (x)

∈ (0,∞) if and only if lim
τ→0
I∗(τ,$) <∞.

We next investigate the behaviour of all positive solutions of (1.3) under the
assumption (2.14), revealing q∗ as a critical exponent (and the only one if λ ≤ 0).
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Theorem 2.2. Let −∞ < λ < (N − 2)2/4 and (1.5) hold. If

(2.14) lim
τ→0
I∗(τ,$) =∞ and lim

τ→0
I∗∗(τ,$) <∞,

then any positive solution u of (1.3) can be extended as a solution of (1.3) in the
whole Ω and the ratio u(x)/Φ−λ (x) converges to some positive number as |x| → 0.

The conclusion of Theorem 2.2 is different if instead of limτ→0 I∗∗(τ,$) < ∞
we require limτ→0 I∗∗(τ,$) =∞, which make sense only for 0 < λ < (N − 2)2/4.
In this case, our next result unveils q∗∗ as the second critical exponent.

Theorem 2.3. Let 0 < λ < (N − 2)2/4 and (1.5) hold. If

lim
τ→0
I∗∗(τ,$) =∞,

then q ≥ q∗∗ and all positive solutions u of (1.3) are asymptotic at 0 with

lim
|x|→0

u(x)
Φ−λ (x)

= 0.

Moreover, for every positive solution u of (1.3), we have:
(a) If q > q∗∗, then u satisfies (1.10).
(b) If q = q∗∗ and (1.12)(a) holds, then u(x) ∼ U∗∗(|x|) as |x| → 0, where

(2.15) U∗∗(|x|) = Φ−λ (x) [MI∗∗(|x|, $)]−
1
q−1 and M :=

q − 1
N − 2− 2p

.

(c) If q = q∗∗ and either (1.16)(c) or (1.16)(d) holds such that in either case

(2.16) D := lim
τ→0

log I∗∗(τ,$)
S(log Φ−λ (τ))

<∞ for some $ > 0,

then u satisfies u(x) ∼ CU∗∗(x) as |x| → 0, where U∗∗ is given by (2.15),
while C := eD/(q−1)2 (respectively, e−D/(q−1)2) in case of (1.16)(c) (re-
spectively, (1.16)(d)).

(d) If q = q∗∗ and (1.12)(b) holds, jointly with (1.16)(c) such that S is regu-
larly varying at ∞ with index η, then

(2.17) u(x) ∼
(
p1−η

M

) 1
q−1

f−1

(
1

J (|x|)S(log(1/|x|))

)
as |x| → 0,

where f−1(t) denotes the inverse of f at t, while f and J are as in (1.8).

Suppose that we are in the framework of Theorem 2.3. From the viewpoint
of calculations, we remark that the asymptotic behaviour of U∗∗ in (2.15) can be
simplified under some additional assumption on Lb. First, if (1.12)(b) holds in
Theorem 2.3(b), then (1.12)(a) and the change of variable t = log(1/r) in I∗∗(τ,$)
yield that t 7−→ Lb(e−t)Lh(et) is regularly varying at∞ with index α1 +α2 satisfy-
ing α1 +α2 ≥ −1. If α1 +α2 > −1, then limτ→0 I∗∗(τ,$) =∞ holds automatically
and by Proposition A.6 in Appendix A, we find that

(2.18)
u(x)

Φ−λ (x)
∼
[
M pα1

α1 + α2 + 1
Lb(|x|)Lh

(
1
|x|

)
log
(

1
|x|

)] −1
q−1

as |x| → 0,

whereM is as in (2.15). This situation is relevant for (1.15) in Example 1.6, which
is treated completely in Corollary 7.1. Second, if (1.16)(a) holds in Theorem 2.3(b),
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then limτ→0 I∗∗(τ,$) = ∞ since Λ varies at ∞ faster than any power function.
Moreover, u(x) ∼ U∗∗(|x|) as |x| → 0 gives that

(2.19)
u(x)

Φ−λ (x)
∼
[
Mpα1 Lb(|x|)Lh

(
1
|x|

)
S

(
log
(

1
|x|

))] −1
q−1

as |x| → 0.

The latter scenario will be analyzed fully in Corollary 7.6 for any λ ≤ (N − 2)2/4
and q > 1. We also refer to Corollary 7.8 for a preview of the classification results
complementing Theorem 2.3(d) for every q > 1 and every λ ≤ (N − 2)2/4.

Our next aim is to classify the behaviour near zero of the positive solutions of
(1.3) when limτ→0 I∗(τ,$) <∞.

Theorem 2.4. Let −∞ < λ < (N − 2)2/4 and (1.5) hold. If

lim
τ→0
I∗(τ,$) <∞,

then q ≤ q∗ and for any positive solution u of (1.3), one of the following occurs:

A. u(x)/Φ−λ (x) converges to a positive number as |x| → 0 and u can be ex-
tended to a solution of (1.3) in the whole Ω;

B. u(x)/Φ+
λ (x) converges to a positive number γ+ as |x| → 0. Moreover, u

extends to a solution of (1.3) in Ω provided that 0 < λ < (N − 2)2/4,
whereas for λ = 0 we have

(2.20) −∆u+ b(x)h(u) = (N − 2)NωNγ+δ0 in D′(Ω),

where ωN and δ0 denote the volume of the unit ball in RN and the Dirac
mass at 0, respectively.

C. u(x)/Φ+
λ (x)→∞ as |x| → 0, in which case we find that:

(1) If q < q∗, then u satisfies (1.10).
(2) If q = q∗ and (1.12)(a) holds, then defining M as in (2.15), we have

(2.21)
u(x)

Φ+
λ (x)

∼ [MI∗(|x|)]−
1
q−1 as |x| → 0, with I∗(|x|) := lim

τ→0
I∗(τ, |x|).

The asymptotic behaviour in (2.21) found in Case (C2) of Theorem 2.4 can
be fine-tuned in some cases. We illustrate two frameworks. First, if (1.12)(b) is
satisfied, then using (1.12)(a) and the change of variable t = log(1/r) in I∗(τ,$),
we see that t 7−→ Lb(e−t)Lh(et) is regularly varying at ∞ with index α1 + α2,
where α1 +α2 ≤ −1. Furthermore, when α1 +α2 < −1, then limτ→0 I∗(τ,$) <∞
and using Karamata’s Theorem in Appendix A, we refine (2.21) by

(2.22)
u(x)

Φ+
λ (x)

∼
[
M (N − 2− p)α1

−(α1 + α2 + 1)
Lb(|x|)Lh

(
1
|x|

)
log
(

1
|x|

)] −1
q−1

as |x| → 0.

Second, if in Case (C2) of Theorem 2.4, we assume (1.16)(b) besides (1.12)(a), then
limτ→0 I∗(τ,$) <∞ is validated and from (2.21), we conclude that

(2.23)
u(x)

Φ+
λ (x)

∼
[
M (N − 2− p)α1 Lb(|x|)Lh

(
1
|x|

)
S

(
log

1
|x|

)] −1
q−1

as |x| → 0.

In relation to the second framework, we refer to Corollary 7.7 for a display of the
classification results we obtain for every q > 1 and all λ ≤ (N − 2)2/4.



18 2. MAIN RESULTS

2.2. The critical parameter

2.2.1. Preparation. In Section 2.2, we always take λ = (N −2)2/4 when the
fundamental solutions Ψ± of (2.2) are given by

(2.24) Ψ+(x) = |x|−(N−2
2 ) log (1/|x|) and Ψ−(x) = |x|−(N−2

2 ).

Analogous to Theorem 2.1, we provide in Theorem 2.5 necessary and sufficient
conditions for (1.3) to possess positive solutions with lim|x|→0 u(x)/Ψ+(x) ∈ (0,∞)
(respectively, lim|x|→0 u(x)/Ψ−(x) ∈ (0,∞)). However, these conditions involve
two kinds of integrals different from those in Theorem 2.1.

We fix $ > 0 sufficiently small. For every τ ∈ (0, $), we define

(2.25)


F∗(τ,$) :=

∫ $

τ

(
log

1
r

)
J (r)f(Ψ+(r))

r
dr;

F∗(τ,$) :=
∫ $

τ

(
log

1
r

)
J (r)f(Ψ−(r))

r
dr.

Using (1.8), we see that for any r > 0 small, we haveJ (r)f(Ψ+(r)) = r
N+2θ+2−(N−2)q

2 Lb(r)Lh(Ψ+(r))
(

log
1
r

)q−1

,

J (r)f(Ψ−(r)) = r
N+2θ+2−(N−2)q

2 Lb(r)Lh(Ψ−(r)).

Defining ` as in (1.9), we observe that `(q) = 0 yields a double root q = q∗ with

(2.26) q∗ =
N + 2θ + 2
N − 2

since ` =
[
Θ− N − 2

2

]2

.

The behaviour of the positive solutions of (1.3) at zero depends on limτ→0 F∗(τ,$)
(respectively, limτ→0 F∗(τ,$)) being finite or infinite. Since f is increasing on
(0,∞), we observe that

(2.27) if lim
τ→0
F∗(τ,$) <∞, then lim

τ→0
F∗(τ,$) <∞.

When q 6= q∗, then limτ→0 F∗(τ,$) < ∞ (limτ→0 F∗(τ,$) < ∞) if and only if
q < q∗. If q = q∗, then limτ→0 F∗(τ,$) may be finite in some cases and infinite in
others and the same goes for limτ→0 F∗(τ,$). This fact can be observed on the
example in (1.15) with q = q∗ for which we have the following:

• limτ→0 F∗(τ,$) =∞ and limτ→0 F∗(τ,$) <∞ if −q−1 ≤ α1+α2 < −2,
• F∗(τ,$) tends to ∞ as τ → 0 if α1 + α2 ≥ −2,
• both F∗(τ,$) and F∗(τ,$) have finite limits as τ → 0 if α1+α2 < −q−1.

In view of (2.27), the following three cases exhaust all the possibilities:

(2.28)


(a) lim

τ→0
F∗(τ,$) =∞ and lim

τ→0
F∗(τ,$) <∞;

(b) lim
τ→0
F∗(τ,$) =∞;

(c) lim
τ→0
F∗(τ,$) <∞.

We reveal the dynamics near zero of all positive solutions of (1.3) by subsuming
under Theorem 2.6 the first two cases in (2.28). For the last one, see Theorem 2.7.
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2.2.2. Statements of main results. We start by giving a result correspond-
ing to Theorem 2.1 for the critical parameter λ = (N − 2)2/4.

Theorem 2.5. Let λ = (N − 2)2/4 and (1.5) hold. Assume that h(t)/t is
increasing on (0,∞). Then there always exist positive solutions u of (1.3) in B∗

such that lim|x|→0 u(x)/Ψ+(x) = 0. Moreover, any such solution satisfies

(2.29) lim
|x|→0

u(x)
Ψ−(x)

∈ (0,∞) if and only if lim
τ→0
F∗(τ,$) <∞.

There exist positive solutions u of (1.3) in B∗ satisfying

(2.30) lim
|x|→0

u(x)
Ψ+(x)

∈ (0,∞) if and only if lim
τ→0
F∗(τ,$) <∞.

In Theorem 2.6 we study the asymptotic behaviour near zero of the positive
solutions of (1.3) in the case limτ→0 F∗(τ,$) =∞ under an additional hypothesis:

(2.31)

{
[log(1/r)]q+3Lb(r)Lh(Ψ+(r)) be asymptotic to a non-increasing

C1-function at 0+ whenever q = q∗.

We cannot expect to dispense of (2.31) since it is essentially used to rule out solu-
tions u of (1.3) satisfying lim|x|→0 u(x)/Ψ+(x) =∞ (see Remark 3.6).

Theorem 2.6. Let λ = (N − 2)2/4 and (1.5) hold. When q = q∗, we also
require that (2.31) be satisfied.

(a) If (2.28)(a) holds, then q = q∗ and lim|x|→0 u(x)/Ψ−(x) ∈ (0,∞) for
every positive solution u of (1.3).

(b) If (2.28)(b) holds, then q ≥ q∗ and all positive solutions u of (1.3) are
asymptotic at 0 with u(x)/Ψ−(x) → 0 as |x| → 0. Furthermore, the
precise asymptotic behaviour at zero for any such solution u is as follows:
(1) When q > q∗, then u satisfies (1.10).
(2) When q = q∗ and (1.12) holds, then we have α1 + α2 ≥ −2 and

(2.32)
u(x)

Ψ−(x)
∼
[

(q − 1)2

q + α1 + α2 + 1
F∗(|x|, $)

]− 1
q−1

as |x| → 0.

(3) When q = q∗ and (1.12)(a), (1.16)(a) hold, then as |x| → 0

(2.33)
u(x)

Ψ−(x)
∼

{(
N − 2

2

)α1
[
(q − 1)S

(
log

1
|x|

)]2

Lb(|x|)Lh
(

1
|x|

)} −1
q−1

.

(4) When q = q∗ and (1.12)(b) holds, jointly with (1.16)(c) such that S
is regularly varying at ∞ of index η, then as |x| → 0

(2.34) u(x) ∼
{

[(N − 2)/2]1−η

q − 1

} 2
q−1

f−1

(
1

J (|x|) [S(log(1/|x|))]2

)
,

where f−1(t) is the inverse of f at t, while f and J are as in (1.8).

From (1.5), the function in (2.31) is slowly varying at zero, which may not
necessarily have a limit at 0. However, in Case (b2) of Theorem 2.6, the hypothesis
(2.31) is automatically satisfied (since by letting t = log(1/r), the function in (2.31)
is regularly varying at t = ∞ with positive index q + 3 + α1 + α2). Furthermore,
if α1 + α2 > −2, then we always have limτ→0 F∗(τ,$) =∞ and using the change
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of variable t = log(1/r), jointly with Karamata’s Theorem in Appendix A, the
asymptotics in (2.32) becomes as |x| → 0

(2.35)
u(x)

Ψ−(x)
∼

 (q − 1)2[(N − 2)/2]α1

(
log 1
|x|

)2

Lb(|x|)Lh(1/|x|)

(2 + α1 + α2)(1 + α1 + α2 + q)


−1
q−1

.

In relation to Corollaries 7.7 and 7.8, we see that for Theorem 2.6(b3) and (b4),
the assumptions (2.28)(b) and (2.31) are easily verified (using Remark 1.7).

Finally, we assume that limτ→0 F∗(τ,$) < ∞ and establish the asymptotic
behaviour near zero of the positive solutions of (1.3). When (1.12) holds, then
unless q + α1 + α2 = −3, the following monotonicity property is always fulfilled

(2.36)

{
[log (1/r)]q+3

Lb(r)Lh (1/r) is asymptotic as r → 0 to either

an increasing continuous function or a non-increasing C1 function.

Indeed, the function in (2.36) is asymptotic to an increasing (respectively, decreas-
ing) C1 function at 0+ if q + α1 + α2 < −3 (respectively, q + α1 + α2 > −3).

Theorem 2.7. Let λ = (N − 2)2/4 and (1.5) hold. If limτ→0 F∗(τ,$) < ∞,
then q ≤ q∗ and for any positive solution u of (1.3), we have one of the following:

A. u(x)/Ψ−(x) converges to a positive number as |x| → 0;
B. u(x)/Ψ+(x) converges to a positive number as |x| → 0;
C. u(x)/Ψ+(x) → ∞ as |x| → 0 in which case we precisely describe the

asymptotic behaviour of u at 0 as follows:
(1) If q < q∗, then u satisfies (1.10).
(2) If q = q∗ and (1.12), (2.36) hold, then q + α1 + α2 ≤ −1 and

(2.37)
u(x)

Ψ+(x)
∼
[

(q − 1)2

−2− α1 − α2
F∗(|x|)

] −1
q−1

as |x| → 0,

where F∗(|x|) is defined by F∗(|x|) := limτ→0 F∗(τ, |x|).
(3) If q = q∗ and (1.12)(a), (1.16)(b) hold, then u satisfies (2.33).

In Case (C3) of Theorem 2.7, we have limτ→0 F∗(τ,$) < ∞ and, moreover,
(2.36) holds (the function in (2.36) is asymptotic to a C1-increasing function at 0).

For Theorem 2.7(C) with q = q∗, we have log u(x) ∼ [(N − 2)/2] log(1/|x|) as
|x| → 0. By requiring (1.12)(a) in both (C2) and (C3) of Theorem 2.7, we find that
h(u(x)) ∼ [(N − 2)/2]α1Lh(1/|x|)[u(x)]q

∗
as |x| → 0. We then need to decipher

the profile near zero of the positive solutions of (3.1) with limr→0 u(r)/Ψ+(r) =∞
when b0(r) = [(N − 2)/2]α1rθLb(r)Lh(1/r) (see Proposition 3.4 in Chapter 3).
The property (2.36) bears the same role as the monotonicity assumption in Propo-
sition 3.4(d) or (e1), which guarantees that all positive solutions of (3.1) with
limr→0 u(r)/Ψ+(r) = ∞ are asymptotically equivalent at zero (see Remark 3.5).
We need only check (2.36) for Theorem 2.7(C2) when q + α1 + α2 = −3.

If q + α1 + α2 < −1 in Theorem 2.7(C2), then limτ→0 F∗(τ,$) < ∞ holds
and by (2.37) and Karamata’s Theorem in Appendix A, we conclude (2.35). This
agrees (asymptotically) with the behaviour prescribed by Theorem 3.9 in [36] (using
regular variation theory after applying the change of variable y(s) = r(N−2)/2u(r)
with s = log(1/r)). However, the asymptotic behaviour in (2.37) cannot be inferred
from [36] when q + α1 + α2 = −1, which is a borderline case emphasizing the role
of the sharp condition limτ→0 F∗(τ,$) <∞.



CHAPTER 3

Radial solutions in the power case

In this chapter, λ is a real parameter with −∞ < λ ≤ (N − 2)2/4, the nonlin-
earity h(t) = tq with q > 1 and b0(r) is a positive continuous function on (0, 1]. We
focus on the positive C2(0, 1]-solutions of the following equation

(3.1) −u′′(r)− N − 1
r

u′(r)− λ

r2
u(r) + b0(r)uq = 0 for 0 < r < 1.

Our objective is to investigate the asymptotic properties as r → 0 of the positive
solutions of (3.1). In this context, we shift the singularity from 0 to ∞ by making
a suitable change of variable which depends upon the parameter λ. More precisely,
we define p as in (1.9). If u(r) denotes a positive solution of (3.1), then we apply
the change of variable (3.6) if λ < (N −2)2/4 and (3.18) if λ = (N −2)2/4. For the
differential equation satisfied by y(s), we can now invoke results already existing in
the literature ([36], [28]) to understand the profile of the positive solutions of (3.1)
near the origin. In Section 3.1 we present the results for the subcritical parameter
λ < (N − 2)2/4, while in Section 3.2 we treat the critical case λ = (N − 2)2/4.

3.1. The subcritical parameter

We consider the case −∞ < λ < (N − 2)2/4. Let $ > 0 be fixed sufficiently
small. For every τ ∈ (0, $), we define

(3.2)


I1(τ,$) :=

∫ $

τ

r1−(N−2−p)(q−1)b0(r) dr,

I2(τ,$) :=
∫ $

τ

r1−p(q−1)b0(r) dr.

We show that there exist positive solutions of (3.1) with limr→0 u(r)/Φ+
λ (r) ∈ (0,∞)

if and only if limτ→0 I1(τ,$) <∞. For each γ > 0, Eq. (3.1) subject to u(1) = γ,
admits a unique positive solution u such that limr→0 u(r)/Φ+

λ (r) = 0. However, this
solution satisfies limr→0 u(r)/Φ−λ (r) ∈ (0,∞) if and only if limτ→0 I2(τ,$) < ∞.
More precisely, we prove the following result.

Proposition 3.1. Let −∞ < λ < (N − 2)2/4 and q > 1. We have:
(a) There exist positive solutions of (3.1) with limr→0 u(r)/Φ+

λ (r) ∈ (0,∞) if
and only if limτ→0 I1(τ,$) <∞. Moreover, if we also have

(3.3) lim
τ→0

∫ $

τ

rp+1−(N−2−p)qb0(r) dr <∞,

then there exist some constants c and d with c > 0 such that

u(r) = cΦ+
λ (r) + dΦ−λ (r) + o(Φ−λ (r)) as r → 0.

21
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(b) For any constant γ > 0, Eq. (3.1), subject to u(1) = γ, has a unique
positive solution with limr→0 u(r)/Φ+

λ (r) = 0. This solution satisfies
limr→0 u(r)/Φ−λ (r) ∈ (0,∞) if and only if limτ→0 I2(τ,$) < ∞ and, in
this case, there exists a positive constant c such that

u(r)
Φ−λ (r)

∼ c+
cq + o(1)
N − 2− 2p

∫ r

0

b0(ζ)ζN−1−(q+1)p(ζ2p−N+2 − r2p−N+2) dζ,

as r → 0. Furthermore, if limτ→0 I2(τ,$) = ∞, then any two positive
solutions ui (i = 1, 2) of (3.1) with limr→0 ui(r)/Φ+

λ (r) = 0 will satisfy
limr→0 ui(r)/Φ−λ (r) = 0 and limr→0 u1(r)/u2(r) = 1.

(c) Assume that limτ→0 I1(τ,$) < ∞. Then for any γ > 0, there exists a
positive solution of (3.1) with u(1) = γ and limr→0 u(r)/Φ+

λ (r) ∈ (0,∞).
Moreover, there also exist positive solutions for the problem

(3.4)

 − u
′′(r)− N − 1

r
u′(r)− λ

r2
u(r) + b0(r)uq = 0 for 0 < r < 1,

lim
r→0

u(r)/Φ+
λ (r) =∞ and u(1) = γ.

(d) If r(q+3)(p−N+2)+2N−2b0(r) is asymptotic as r → 0 to an increasing con-
tinuous function, then (3.4) has a unique positive solution for every γ > 0.

(e) Assume that r−p(q+3)+2N−2b0(r) ∼ b1(r) as r → 0, where b1(r) is a posi-
tive C1-function on (0, 1] such that

(3.5)
[
r(q+3)(2p−N+2)b1(r)

]′
≤ 0 for 0 < r ≤ 1.

1. If limτ→0 I1(τ,$) <∞, then for every γ > 0 there exists exactly one
positive solution of (3.4).

2. If limτ→0 I1(τ,$) =∞, then for each γ > 0 there exists exactly one
positive solution of (3.1) with u(1) = γ, namely the positive solution
whose behaviour is given in (b) above.

Proof. (a) We apply the change of variable

(3.6) y(s) = u(r)/Φ−λ (r) with s = (N − 2)r2p−N+2.

Hence, y(s) satisfies the following differential equation

(3.7) y′′(s) = φ(s) [y(s)]q for s ∈ (N − 2,∞),

where φ is defined by

φ(s) =
(N − 2)

p(q−1)−2
2p−N+2

(2p−N + 2)2
s

2(N−1)−p(q+3)
2p−N+2 b0

((
s

N − 2

)1/(2p−N+2)
)
.

Writing Y (s̄) = y(s) for s̄ = s−N + 2, then we have

(3.8) Y ′′(s̄) = φ(s̄+N − 2)[Y (s̄)]q for s̄ ∈ (0,∞).

As in [36], a positive solution Y which is twice continuously differentiable on [0,∞)
is called a proper solution. If Y (s̄) is a proper solution of (3.8), then Y ′′(s̄) ≥ 0
so that lims̄→∞ Y ′(s̄) exists and is non-negative. We see that φ in (3.7) satisfies∫∞

0
s̄qφ(s̄+N−2) ds̄ <∞ (respectively,

∫∞
0
s̄q+1φ(s̄+N−2) ds̄ <∞) if and only if

limτ→0 I1(τ,$) <∞ (respectively, (3.3) holds). By Theorem 2.4 of [36], we know
that (3.8) possesses positive proper solutions with lims̄→∞ Y ′(s̄) ∈ (0,∞) if and only
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if
∫∞

0
s̄qφ(s̄+N − 2) ds̄ <∞. If Y (s̄) is such a solution, then lims̄→∞ Y (s̄)/s̄ = c0

for some c0 > 0. Furthermore, if
∫∞

0
s̄q+1φ(s̄+N − 2) ds̄ <∞, then we have

(3.9) Y (s̄) = c0s̄+ c1 + (c0)q[1 + o(1)]
∫ ∞
s̄

(ξ − s̄)ξqφ(ξ +N − 2) dξ as s̄→∞,

for some constants c0 and c1 with c0 > 0. Hence, (3.1) has positive solutions with
limr→0 u(r)/Φ+

λ (r) ∈ (0,∞) if and only if limτ→0 I1(τ,$) <∞. Moreover, if (3.3)
also holds, then (3.9) yields that

u(r) = c0(N − 2)Φ+
λ (r) + Φ−λ (r)

[
c1 + c0(2−N) + cq0(1 + o(1))

(N − 2)q

N − 2− 2p
V (r)

]
as r → 0, where we define V (r) by

V (r) :=
∫ r

0

(
ζ2p−N+2 − r2p−N+2

)
(ζ2p−N+2 − 1)qζN−1−p(q+1)b0(ζ) dζ.

Using (3.3), we see that V (r)→ 0 as r → 0, which concludes the proof of (a).
(b) Since

∫∞
0
sφ(s+N − 2) ds̄ <∞ is equivalent to limτ→0 I2(τ,$) <∞, our

claim follows by applying Theorem 1.1 in [36] to the proper solutions of (3.8), then
returning to u(r) via (3.6).

(c) We need to show that for any γ > 0 there exist positive solutions of (3.8)
with Y (0) = γ and lims̄→∞ Y (s̄)/s̄ ∈ (0,∞) (respectively, lims̄→∞ Y (s̄)/s̄ = ∞).
This follows by applying Corollary 2.5 in [36] (respectively, Theorem 3.2 of [36])
to (3.8) since limτ→0 I1(τ,$) <∞ yields that

∫∞
0
s̄qφ(s̄+N − 2) ds̄ <∞.

(d) Since r(q+3)(p−N+2)+2(N−1)b0(r) is asymptotic to an increasing function as
r → 0, we have lims→∞ φ(s)/φ1(s) = 1 with sq+3φ1(s) decreasing for s ≥ s0 > 0.
The claim follows from Theorem 3.10 in [36].

(e) We conclude (e1) and (e2) by using Theorem 3.12 in [36] for (3.8), jointly
with (3.6). This finishes the proof of Proposition 3.1. �

Remark 3.2. In Proposition 3.1(d), we have limτ→0 I1(τ,$) < ∞. In the
settings of either Proposition 3.1(d) or (e1), all positive solutions of (3.1) such that
limr→0 u(r)/Φ+

λ (r) = ∞ are asymptotically equivalent as r → 0 to any positive
C2-function U satisfying

(3.10)

U
′′(r) +

N − 1
r
U ′(r) +

λ

r2
U(r) ∼ b0(r)[U(r)]q as r → 0,

lim
r→0
U(r)/Φ+

λ (r) =∞.

This follows via the change of variable (3.6) by applying [36, Theorem 3.7] to (3.7).

Our next result will be very useful in the proof of Lemma 5.14.

Corollary 3.3. Let −∞ < λ < (N − 2)2/4 and b0 be a regularly varying
function at 0 with index θ. Let θ > −2 and q = q∗ with q∗ defined by (1.11). If
I1(τ,$) in (3.2) satisfies limτ→0 I1(τ,$) < ∞, then for every γ > 0 there exists
a unique positive solution uγ,∞ of (3.4). Moreover, denoting M as in (2.15), the
solution uγ,∞ satisfies

(3.11) uγ,∞(r) ∼ Φ+
λ (r) [MI1(r)]

−1
q−1 as r → 0, where I1(r) := lim

τ→0
I1(τ, r).
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Proof. By Remark A.3 in Appendix A, there exists a C1(0, 1]-function b̃0
with limr→0 b0(r)/b̃0(r) = 1 and limr→0 rb̃

′
0(r)/b̃0(r) = θ. Since q = q∗, we see that

B(r) := r(q+3)(p−N+2)+2N−2b̃0(r)

is a C1-function on (0, 1] which varies regularly at zero with negative index, namely
−2(N − 2− 2p). Moreover, we have limr→0 rB′(r)/B(r) = −2(N − 2− 2p). Hence,
by Proposition 3.1(e), we infer that (3.4) has a unique positive solution for each
γ > 0. To prove (3.11), we need only show that (3.10) holds for

U(r) = Φ+
λ (r) [MI1(r)]−1/(q−1)

.

This is a simple calculation, which is left to the reader. Since limr→0 I1(r) = 0, we
clearly have limr→0 U(r)/Φ+

λ (r) =∞. �

3.2. The critical parameter

In Proposition 3.4 below, we give an analogue of Proposition 3.1 corresponding
to λ = (N − 2)2/4, when the fundamental solutions of (2.2) are given by Ψ± in
(2.24). Let $ ∈ (0, 1] be fixed sufficiently small. For any τ ∈ (0, $), we define

(3.12)


F1(τ,$) :=

∫ $

τ

r
N−q(N−2)

2 b0(r) [log(1/r)]q dr,

F2(τ,$) :=
∫ $

τ

r
N−q(N−2)

2 b0(r) log(1/r) dr.

We prove that (3.1) admits positive solutions with limr→0 u(r)/Ψ+(r) ∈ (0,∞) if
and only if limτ→0 F1(τ,$) <∞. Moreover, for any γ > 0, Eq. (3.1) with u(1) = γ
has a unique positive solution u such that limr→0 u(r)/Ψ+(r) = 0. However, this
solution satisfies limr→0 u(r)/Ψ−(r) ∈ (0,∞) if and only if limτ→0 F2(τ,$) <∞.

Proposition 3.4. Let λ = (N − 2)2/4 and q > 1.
(a) Eq. (3.1) admits positive solutions satisfying limr→0 u(r)/Ψ+(r) ∈ (0,∞)

if and only if limτ→0 F1(τ,$) <∞. Furthermore, if we also have

(3.13) lim
τ→0

∫ $

τ

r
N−q(N−2)

2 b0(r) [log(1/r)]q+1
dr <∞,

then there exist some constants c and d with c > 0 such that

(3.14) u(r) = cΨ+(r) + dΨ−(r) + o(Ψ−(r)) as r → 0.

(b) For any number γ > 0, Eq. (3.1) with u(1) = γ admits a unique positive
solution with limr→0 u(r)/Ψ+(r) = 0. This solution satisfies

lim
r→0

u(r)/Ψ−(r) := α0 ∈ (0,∞)

if and only if limτ→0 F2(τ,$) <∞ and in this case

(3.15)
u(r)

Ψ−(r)
= α0 + [(α0)q + o(1)]

∫ r

0

b0(ζ)ζ
N−q(N−2)

2 log(r/ζ) dζ

as r → 0+. Furthermore, if limτ→0 F2(τ,$) = ∞, then any positive
solutions ui (i = 1, 2) of (3.1) with limr→0 ui(r)/Ψ+(r) = 0 will satisfy
limr→0 u1(r)/u2(r) = 1 and limr→0 ui(r)/Ψ−(r) = 0.
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(c) Assume that limτ→0 F1(τ,$) < ∞. Then for any γ > 0, there exists a
positive solution of (3.1) with u(1) = γ and limr→0 u(r)/Ψ+(r) ∈ (0,∞).
Moreover, there also exist positive solutions for the problem

(3.16)

 − u
′′(r)− N − 1

r
u′(r)− λ

r2
u(r) + b0(r)uq = 0 for 0 < r < 1,

lim
r→0

u(r)/Ψ+(r) =∞ and u(1) = γ.

(d) If [log (1/r)]q+3
r
N+2−q(N−2)

2 b0(r) is asymptotic to an increasing continu-
ous function as r → 0+, then for every γ > 0 there exists exactly one
positive solution of (3.16).

(e) Assume that r
N+2−q(N−2)

2 b0(r) ∼ b1(r) as r → 0+, where b1(r) is a positive
C1-function on (0, 1] such that

(3.17)
[
(log(1/r))q+3

b1(r)
]′
≤ 0 for 0 < r ≤ 1.

1. Let limτ→0 F1(τ,$) <∞. Then for every γ > 0, there exists exactly
one positive solution of (3.16).

2. Let limτ→0 F1(τ,$) = ∞. Then for each γ > 0, there exists exactly
one positive C2(0, 1]-solution of (3.1) with u(1) = γ. This solution
has the property that u(r)/Ψ−(r) is increasing and its behaviour is
given in (b) above.

Proof. By applying the change of variable

(3.18) y(s) = r
N−2

2 u(r) with s = log(1/r),

we see that y(s) satisfies the differential equation

(3.19) y′′(s) = φ(s)[y(s)]q for s ∈ (0,∞) with φ(s) := b0(e−s)e−s[N+2−q(N−2)]/2.

(a) Since lims→∞ y′(s) exists, we have lims→∞ y(s)/s ∈ (0,∞) if and only if
lims→∞ y′(s) ∈ (0,∞). By Theorem 2.4 in [36], we conclude that (3.19) has positive
solutions satisfying lims→∞ y(s)/s ∈ (0,∞) if and only if∫ ∞

0

sqφ(s) ds <∞,

which is equivalent to limτ→0 F1(τ,$) <∞. Moreover, if (3.13) holds, that is∫ ∞
0

sq+1φ(s) ds <∞,

then y(s) = cs + d + o(1) as s → ∞ for some constants c and d with c > 0. This
proves the assertion of (a).

(b) We apply Theorem 1.1 in [36], observing that
∫∞

0
sφ(s) ds =∞ is equivalent

to limτ→0 F2(τ,$) =∞ since s = log(1/r).
(c) We use Theorem 3.2 in [36] and Corollary 2.5 in [36].
(d) The assertion follows immediately from Theorem 3.10 in [36].
(e) Using Theorem 3.12 and Theorem 1.1 in [36], we conclude the claim of (e1)

and (e2), respectively. This completes the proof. �

Similar to Remark 3.2, we observe the following.
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Remark 3.5. In Proposition 3.4(d), the condition limτ→0 F1(τ,$) < ∞ is
always satisfied. In either Proposition 3.4(d) or (e1), all positive solutions of (3.1)
with limr→0 u(r)/Ψ+(r) =∞ are asymptotic as r → 0 to any positive C2–function
U satisfying

(3.20)

U
′′(r) +

N − 1
r
U ′(r) +

(N − 2)2

4
U(r)
r2
∼ b0(r)[U(r)]q as r → 0,

lim
r→0
U(r)/Ψ+(r) =∞.

We use the change of variable (3.18) and apply Theorem 3.7 in [36] to (3.19).
Moreover, under additional assumptions on b0, we can obtain the precise asymptotic
behaviour of U in (3.20) (apply Theorem 3.9 in [36] to (3.19)).

Remark 3.6. If limτ→0 F1(τ,$) = ∞ for λ = (N − 2)2/4 (respectively,
limτ→0 I1(τ,$) =∞ for λ < (N − 2)2/4), then by Theorem 3.2 in [36], we have

(A) either for each γ > 0, there are infinitely many positive solutions of (3.16)
(respectively, (3.4));

(B) or there are no positive solutions of (3.1) with limr→0 u(r)/Ψ+(r) = ∞
(respectively, limr→0 u(r)/Φ+

λ (r) =∞).
Condition (3.17) in Proposition 3.4(e2) (respectively, (3.5) in Proposition 3.1(e2))
is sufficient to ensure Case (B). However, Taliaferro [36] shows that Case (A) above
may occur (see Example 3.14 in [36]), implying that the claim of Proposition 3.4(e2)
(respectively, Proposition 3.1(e2)) does not hold without imposing some additional
requirement on b0.



CHAPTER 4

Basic ingredients

Our aim here is to prove results analogous to Lemma 3.1 and Lemma 4.1 in
[15]. We establish a priori estimates, a Harnack-type inequality and a regularity
result for (1.3) by modifying the ideas in [15] to take into account the inverse
square potential. We rely on regular variation theory and use standard techniques
going back to works of Friedman–Véron [19] and Véron [43]. The results included
here will be applied many times in Chapters 5 and 6. Throughout this chapter,
we assume that (1.5) holds. Unless otherwise stated, the parameter λ is any real
number (except for Corollaries 4.5 and 4.7). Let f , J and K be given by (1.8).

4.1. A priori estimates

The following result is the appropriate extension of Lemma 3.1(a) in [15], whose
proof uses some ideas of Vázquez [39]. Our construction of the super-solution P in
(4.3) is slightly different here compared with [15].

Lemma 4.1. Fix r0 > 0 such that B2r0(0) ⊂ Ω. There exists a constant C1 > 0,
which depends on r0, such that for every positive sub-solution u of (1.3), we have

(4.1) u(x) ≤ C1K(|x|) for every 0 < |x| ≤ r0.

Remark 4.2. The function K defined by (1.8) is regularly varying at 0 with
index −(θ+ 2)/(q− 1). Hence, by Proposition A.5, we have limr→0K(r)/R(r) = 0
for every R ∈ RVj(0+) with j < −(θ + 2)/(q − 1).

Proof. We Lemma 3.1 in [15], Without any loss of generality, we can take
h(t)/t to be increasing for t > 0 (in view of Lemma A.10 and Remark A.11 in
Appendix A). Fix x0 ∈ RN with 0 < |x0| ≤ r0. We define ζ on B|x0|/2(x0) as
follows

ζ(x) := 1−
(

2|x− x0|
|x0|

)2

for x ∈ B |x0|
2

(x0).

We have ζ(x0) = 1 and 0 < ζ ≤ 1 in B|x0|/2(x0). Using the functions f and J in
(1.8), we define a function P on B|x0|/2(x0) by

(4.2)
1

f(P(x))
= CJ (|x0|) [ζ(x)]2 for x ∈ B |x0|

2
(x0).

Claim: In (4.2) we can take a constant C > 0 that is independent of x0 such that

(4.3) −∆P − λ

|x|2
P + b(x)h(P) ≥ 0 in B|x0|/2(x0).

The right-hand side of (4.2) equals zero for x ∈ ∂B|x0|/2(x0). Hence P = ∞ on
∂B|x0|/2(x0). Suppose that the claim has been verified. We conclude the proof

27
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using the comparison principle (Lemma A.9 in Appendix A). Indeed, we have

(4.4) u(x) ≤ P(x) for every x ∈ B|x0|/2(x0).

Using x = x0 in (4.4) and (4.2), we find that

f(u(x0)) ≤ 1
C
f(K(|x0|)) for every x0 satisfying 0 < |x0| ≤ r0.

On the other hand, since limr→0K(r) =∞ and f ∈ RVq−1(∞), we infer that there
exists a constant C1 > 0 such that

f(K(r)) ≤ Cf(C1K(r)) for every r ∈ (0, r0].

Consequently, we have

f(u(x0)) ≤ f(C1K(|x0|)) for every x0 satisfying 0 < |x0| ≤ r0.

Using that f is an increasing function, we conclude (4.1).

Proof of Claim. A simple calculation shows that for x ∈ B|x0|/2(x0), we have

∆P(x) = 16C
J (|x0|)
|x0|2

f2(P)
f ′(P)

[
Nζ(x) + 16

|x− x0|2

|x0|2

(
3
2
− f(P)f ′′(P)

[f ′(P)]2

)]
.

From (1.5), we have limr→0 J (r) = 0 so that

M := sup
0<r≤r0

J (r) <∞.

Hence, the right-hand side of (4.2) is bounded above by CM . Therefore, for any
T > 0, we can choose a sufficiently small constant C > 0, which is independent of
x0, such that P(x) ≥ T in B|x0|/2(x0). In particular, using (A.7) in Appendix A,
we can find T > 0 large such that for every t ≥ T , we have

(4.5)
t

h(t)
≤ 2
f(t)

,
f2(t)

f ′(t)h(t)
≤ 2
q − 1

,
f(t)f ′′(t)
[f ′(t)]2

≥ q − 2
q − 1

− N

4
.

Using (1.5) and Proposition A.4, we can find a positive constant c such that

(4.6)
J (|x0|)
|x0|2

≤ c b(x)

for every x, x0 such that 0 < |x0| ≤ r0 and |x0|/2 ≤ |x| ≤ 3|x0|/2. Since P(x) ≥ T
and 0 < ζ ≤ 1 in B|x0|/2(x0), using (4.5) and (4.6), it follows that

∆P(x) ≤ 64 cC[N(q − 1) + q + 1]
(q − 1)2

b(x)h(P) in B|x0|/2(x0),

λ

|x|2
P ≤ 2|λ|h(P)

|x|2f(P)
≤ 8|λ|cC b(x)h(P) in B|x0|/2(x0).

Therefore, we obtain (4.3) by diminishing C > 0 such that

8cC
[
|λ|+ 8[N(q − 1) + q + 1]

(q − 1)2

]
≤ 1.

This proves our claim, which completes the proof of Lemma 4.1. �

From Lemma 4.1 (see also Remark 4.2), we obtain the following.

Corollary 4.3. Any positive sub-solution u of (1.3) satisfies

(4.7) lim
|x|→0

u(x)
R(|x|)

= 0 for every function R ∈ RVj(0+) with j < −θ + 2
q − 1

.
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4.2. A Harnack-type inequality

In Lemma 4.4 we show that the Harnack inequality in Proposition 2.4 in [14]
or Lemma 3.1(b) in [15] can be extended to equations of the form (1.3). Then
we give two consequences of Lemma 4.4. The first one, Corollary 4.5, will be
used in Chapter 5 (for proving Lemma 5.8, Lemma 5.10 and Theorem 2.4), as
well as in Chapter 6 (for Lemma 6.6 and Theorem 2.7). The second consequence,
Corollary 4.7, will be relevant for Lemma 5.2.

Lemma 4.4 (Harnack-type inequality). Fix r0 > 0 such that B4r0(0) ⊂ Ω.
There exists a positive constant C2, which depends on r0, such that for every positive
solution u of (1.3), it holds

(4.8) max
|x|=r

u(x) ≤ C2 min
|x|=r

u(x) for every r ∈ (0, r0].

Proof. The argument is essentially the same as for the case λ = 0 in Proposi-
tion 2.4 of [14] or Lemma 1.5 in [43]. We give it here for the sake of completeness.
Let y ∈ RN be such that 0 < |y| ≤ r0. Hence B2|y|/3(y) ⊂ B∗2r0 := B2r0(0) \ {0}.
We apply the Harnack inequality of Theorem 8.20 in [21] for the operator

(4.9) Lu = ∆u+ d(x)u in Ωy := B2|y|/3(y),

where d(x) is defined by

d(x) :=
λ

|x|2
− b(x)h(u(x))

u(x)
for x ∈ B∗2r0 .

We see that the hypotheses (8.5) and (8.6) in [21] are satisfied with λ = 1, Λ =
√
N

and ν(y) = supx∈Ωy

√
|d(x)|. Since B4η(y) ⊂ Ωy for η(y) := |y|/8, by the Harnack

inequality there exists a constant C > 0 such that

(4.10) sup
Bη(y)

u ≤ C inf
Bη(y)

(y),

where C = C(N, ην) can be estimated by

(4.11) C ≤ C
√
N+η(y)ν(y)

0 with C0 = C0(N).

We next show that η(y) ν(y) is bounded above by a constant independent of y and
u. Since x ∈ Ωy implies that |x| > |y|/3, it follows that

√
|d(x)| is bounded above

on Ωy by 3
√
|λ|/|y|+ b2(x), where b2(x) is a positive function defined by

(4.12) b2(x) :=

√
b(x)h(u(x))

u(x)
for every x ∈ RN with 0 < |x| ≤ 2r0.

By the definition of ν(y) and η(y) = |y|/8, we infer that

(4.13)

8η(y)ν(y) = |y| sup
x∈Ωy

√
|d(x)| ≤ 3

√
|λ|+ |y| sup

x∈Ωy

b2(x)

≤ 3
√
|λ|+ 3 sup

0<|x|≤2r0

[|x|b2(x)].

Using (4.1), (4.12) and (A.4) in Lemma A.10, we find

(4.14) |x|2[b2(x)]2 ≤ |x|2b(x)
h2(C1K(|x|))
C1K(|x|)

for every 0 < |x| ≤ 2r0.
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By (1.5), (1.8) and Remark A.11, we find that the right-hand side of (4.14) converges
to (C1)q−1 as |x| → 0. Hence, for some constant A > 0, we have

sup
0<|x|≤2r0

[|x|b2(x)] ≤ A.

This, jointly with (4.13), shows that η(y)ν(y) is bounded above by a constant
independent of u and y with 0 < |y| ≤ r0. In view of (4.10) and (4.11), we conclude
(4.8) using a standard covering argument. This ends the proof of Lemma 4.4. �

Corollary 4.5. Assume that −∞ < λ < (N − 2)2/4. Let u be a positive
solution of (1.3). The following hold:

(a) lim|x|→0 u(x)/Φ±λ (x) =∞ if and only if lim sup|x|→0 u(x)/Φ±λ (x) =∞;
(b) lim|x|→0 u(x)/Φ±λ (x) = 0 if and only if lim inf |x|→0 u(x)/Φ±λ (x) = 0.

Remark 4.6. If λ = (N − 2)2/4, then the statements of Corollary 4.5 hold
with Ψ± instead of Φ±λ .

Proof. (a) We need only prove that lim sup|x|→0 u(x)/Φ±λ (x) = ∞ implies
that lim|x|→0 u(x)/Φ±λ (x) =∞. Suppose by contradiction that

l± := lim inf
|x|→0

u(x)
Φ±λ (x)

<∞.

Then there exists a sequence (xn)n≥1 in RN which converges to zero such that
limn→∞ u(xn)/Φ±λ (xn) = l±. We can assume that |xn| decreases to zero with
0 < |xn| ≤ r0 and B4r0(0 ⊂ Ω. By Lemma 4.4, there exists a positive constant C2

such that (4.8) holds. Let n0 be a large positive integer such that

u(xn)
Φ±λ (xn)

≤ l± + 1 for every n ≥ n0.

It follows that

(4.15)
max
|x|=|xn|

u(x) ≤ C2 min
|x|=|xn|

u(x) ≤ C2u(xn)

≤ C2(l± + 1)Φ±λ (xn) for every n ≥ n0.

We see that u is a positive sub-solution of (1.3) if h is replaced by the function h1

in Lemma A.10. Applying the comparison principle (Lemma A.9) with u = u1 and
u2 = C2(l± + 1)Φ±λ on each annulus {x ∈ RN : |xn| < |x| < |xn0 |} with n > n0,
we conclude that

u(x) ≤ C2(l± + 1)Φ±λ (x) for all 0 < |x| ≤ |xn0 |.

This is a contradiction with the hypothesis that lim sup|x|→0 u(x)/Φ±λ (x) = ∞.
Hence, the assertion of (a) is proved.

(b) We slightly modify the above ideas to show that lim inf |x|→0 u(x)/Φ±λ (x) = 0
yields that lim|x|→0 u(x)/Φ±λ (x) = 0. We assume by contradiction that

(4.16) lim sup
|x|→0

u(x)
Φ±λ (x)

= j± ∈ (0,∞].

Let (xn)n≥1 be a sequence in RN such that limn→∞ |xn| = 0 and

(4.17) lim
n→∞

u(xn)
Φ±λ (xn)

= 0.
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As before, we can assume that |xn| decreases to zero with 0 < |xn| ≤ r0 and
B4r0(0) ⊂ Ω. Let c be a positive number such that cC2 < j±, where C2 is the
positive constant in (4.8). From (4.17), we have

u(xn)
Φ±λ (xn)

≤ c for every n ≥ n0,

provided that n0 ≥ 1 is a large integer. Hence, (4.15) and the argument that follows
remain valid if (l± + 1) is replaced by c. So, we arrive at

u(x) ≤ cC2Φ±λ (x) for all 0 < |x| ≤ |xn0 |,

which contradicts (4.16). This finishes the proof of Corollary 4.5. �

Corollary 4.7. Let 0 < λ ≤ (N − 2)2/4. If u is a positive solution of (1.3),
then lim|x|→0 u(x) =∞ if and only if lim sup|x|→0 u(x) =∞.

Remark 4.8. We prove that if 0 < λ ≤ (N−2)2/4, then lim|x|→0 u(x) =∞ for
every positive solution u of (1.3) (see Remark 5.3 in Chapter 5). This statement
does not remain true if λ ≤ 0 since in this case there exist solutions u of (1.3) with
the property that lim|x|→0 u(x)/Φ−λ (x) ∈ (0,∞).

Proof. Let u be a positive solution of (1.3) such that lim sup|x|→0 u(x) =∞.
We reason by contradiction and assume that lim inf |x|→0 u(x) < ∞. Then there
exists a constant C such that

(4.18) lim inf
|x|→0

u(x) < C.

Since |x|2b(x) → 0 as |x| → 0 and 0 < λ ≤ (N − 2)2/4, then we can find r0 > 0
sufficiently small such that B4r0(0) ⊂⊂ Ω and

|x|2b(x)h2(C) ≤ λC for every 0 < |x| ≤ r0,

where h2 is provided by Lemma A.10 in the Appendix A. This yields that C is a sub-
solution of (1.3) in Br0(0)\{0}, where h is replaced by h2. From Harnack inequality,
there exists a constant C2 such that (4.8) holds. Using that lim sup|x|→0 u(x) =∞,
there exists a sequence (rn)n≥1 which decreases to zero such that

max
|x|=rn

u(x) ≥ CC2 for every n ≥ 1.

Without loss of generality, we assume that 0 < rn < r0 for all n ≥ 1. Hence, from
(4.8), we have u(x) ≥ C for |x| = rn and all n ≥ 1. By (A.4), we see that u is
a super-solution of (1.3) in Br0(0) \ {0} with h2 instead of h. Therefore, by the
comparison principle in Lemma A.9 on each annulus {x ∈ RN : rn < |x| < r1}
with n ≥ 2, we conclude that u(x) ≥ C for all 0 < |x| ≤ r1. This is a contradiction
with (4.18). Hence, we find lim|x|→0 u(x) =∞. �

4.3. A regularity lemma

In this section, we give a suitable extension of the regularity result (Lemma 4.1
with p = 2) in [15] to equations of the form (1.3) (see Lemma 4.9). As an application
of Lemma 4.9, we include here Lemma 4.12.
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Lemma 4.9 (Regularity). Fix r0 > 0 small such that B4r0(0) ⊂ Ω. Assume
that 0 ≤ δ ≤ (θ + 2)/(q − 1) and g ∈ RV−δ(0+) is a positive continuous function
defined on (0, 4r0] such that lim supr→0 g(r)/K(r) <∞, where K is given by (1.8).

If u is a positive solution of (1.3) such that, for some constant C1 > 0, we have

(4.19) 0 < u(x) ≤ C1g(|x|) for 0 < |x| < 2r0,

then there exist constants C > 0 and α ∈ (0, 1) such that

(4.20) |∇u(x)| ≤ C g(|x|)
|x|

and |∇u(x)−∇u(x′)| ≤ C g(|x|)
|x|1+α

|x− x′|α,

for any x, x′ in RN satisfying 0 < |x| ≤ |x′| < r0.

Remark 4.10. (i) Lemma 4.1 shows that there exists a constant C1 > 0 such
that (4.19) holds with g ≡ K for every positive solution u of (1.3).

(ii) If g ∈ RV−δ(0+) with −∞ < δ < (θ+2)/(q−1), then limr→0 g(r)/K(r) = 0
since K ∈ RV− θ+2

q−1
(0+).

Proof. We use a standard method as in [19], [15], which relies on a C1,α-
regularity result of Tolksdorf [37] applied here for nonlinear degenerate elliptic
equations of the form

(4.21) −∆v +D = 0 in A := {y ∈ RN : 1 < |y| < 7},
where D ∈ L∞(A). If v ∈ L∞(A)∩W 1,2(A) is a weak solution of (4.21), then there
exist constants α = α(N) ∈ (0, 1) and C∗ = C∗(N, ‖v‖L∞(A), ‖D‖L∞(A)) such that

(4.22) ‖∇v‖C0,α(A∗) ≤ C∗, where A∗ := {y ∈ RN : 2 < |y| < 6}.
For every β ∈ (0, r0/6), we define vβ on A as in [15], namely

(4.23) vβ(ξ) :=
u(βξ)
g(β)

for ξ ∈ A.

Using (4.19) and the argument of Lemma 4.1 in [15], we find that vβ ∈ L∞(A)
with its L∞-norm bounded above by a constant independent of β ∈ (0, r0/6). A
simple computation yields that vβ is a solution of (4.21) with D = Dβ given by

(4.24) Dβ(ξ) :=
β2

g(β)
b(βξ)h(u(βξ))− λ

|ξ|2
vβ(ξ) for ξ ∈ A.

The first term in the right-hand side of (4.24) is Bβ in (4.7) with p = 2 in the proof
of [15, Lemma 4.1], which shows that Bβ ∈ L∞(A) with its L∞-norm bounded
above by a constant independent of β ∈ (0, r0/6). Thus Dβ is also in L∞(A) and

‖Dβ‖L∞(A) ≤ ‖Bβ‖L∞(A) + |λ|‖vβ‖L∞(A),

which is bounded above by a constant independent of β. We can thus apply the
regularity result of Tolksdorf [37] to obtain (4.22) for each v = vβ , where the
constant C∗ > 0 is independent of β ∈ (0, r0/6). To prove (4.20), we can now
follow the same argument as in [15] so that we skip the details. �

Remark 4.11. If in Lemma 4.9 we assume that (4.19) holds for g ∈ RV−δ(0+)
with δ < 0, then the assertion of (4.20) is still valid subject to a small modification
only in the second inequality, which now reads as follows

(4.25) |∇u(x)−∇u(x′)| ≤ C g(|x′|)
|x|1+α

|x− x′|α
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for any x, x′ in RN satisfying 0 < |x| ≤ |x′| < r0. Here (and in the first inequality
of (4.20), the constant C will depend on |δ| (only when δ < 0, since the constant
Ĉ appearing in (4.10) of [15] will depend on −δ).

The reason for the change in (4.25) is that g being now a regularly varying
function at zero with positive index will behave near zero as a non-decreasing
function (see Proposition A.8). To prove (4.25), we proceed as in [15] by taking
0 < |x| < r0/2 and considering two cases:

(a) 0 < |x| ≤ |x′| < 2|x|;
(b) 2|x| ≤ |x′| < r0.

In case (a), similar to Lemma 4.1 in [15], we use (4.22) with v = vβ to deduce the
second inequality in (4.20). This implies (4.25) (by possibly enlarging C). In case
(b) above, we use the first inequality in (4.20), jointly with the inequality

|x′ − x| ≥ |x′| − |x| ≥ |x|.

More precisely, we have

|∇u(x)−∇u(x′)| ≤ C
(
g(|x|)
|x|

+
g(|x′|)
|x′|

)
≤ C g(|x|) + g(|x′|)

|x|

≤ C ′ g(|x′|)
|x|

≤ C ′ g(|x′|)
|x|α+1

|x− x′|α,

where C ′ > 0 denotes a large constant. This establishes (4.25).

Lemma 4.12. Let −∞ < λ ≤ (N − 2)2/4. Assume that u is a positive solution
of (1.3) such that lim|x|→0 u(x) =∞. Then, for every ε ∈ (0, 1), there exists rε > 0
such that the equation

(4.26) −∆v − λ|x|−2v + |x|θLb(|x|) h̃(v) = 0 in B∗rε := Brε(0) \ {0}

has a positive solution v∗ with the property that

(4.27) (1− ε)u ≤ v∗ ≤ (1 + ε)u in B∗rε .

Remark 4.13. If 0 < λ ≤ (N − 2)2/4, then Lemma 4.12 can be applied to any
positive solution of (1.3) (cf., Remark 5.3).

Proof. Since lim|x|→0 u(x) =∞, from (1.5) we find that

h̃((1± ε)u) ∼ (1± ε)qh(u) as |x| → 0.

Moreover, we infer that there exists rε > 0 small such that Brε(0) ⊂ Ω and

(4.28)

{
(1 + ε) b(x)h(u(x)) ≤ |x|θLb(|x|) h̃((1 + ε)u(x)) in B∗rε .

(1− ε) b(x)h(u(x)) ≥ |x|θLb(|x|) h̃((1− ε)u(x)) in B∗rε .

For any integer n ≥ 1 such that n > 1/rε, we define

An,ε :=
{
x ∈ RN :

1
n
< |x| < rε

}
and consider the boundary value problem

(4.29)

 −∆v − λ

|x|2
v + |x|θLb(|x|) h̃(v) = 0 in An,ε,

v = (1 + ε)u on ∂An,ε.
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Using (4.28), we infer that (1 + ε)u is a super-solution of (4.29) and (1 − ε)u is
a sub-solution of (4.29). Let vn denote the unique positive solution of (4.29) (the
uniqueness follows from Lemma A.9). Hence, we must have

(1− ε)u ≤ vn ≤ (1 + ε)u and vm ≤ vn in An,ε for m > n.

By Lemma 4.1 and Lemma 4.9, we have that (up to a sub-sequence) vn converges
to some v∗ in C1

loc(B∗rε) and v∗ is a positive solution of (4.26) satisfying (4.27). �



CHAPTER 5

The analysis for the subcritical parameter

Throughout this chapter, we assume implicitly that (1.5) holds. Unless oth-
erwise specified, we understand that −∞ < λ < (N − 2)2/4. Our aim here is to
prove the main results on (1.3) corresponding to the subcritical parameter, that
is Theorems 2.1–Theorem 2.4 stated in Section 2.1 of Chapter 2. We establish
consecutively these results, each being treated in their respective section.

5.1. Proof of Theorem 2.1

There are several different lines of thought in this proof, which is quite in-
volved. Thus we first explain the structure of this section. We prove the converse
implication “⇐” of (2.12) in Proposition 5.1 below.

Proposition 5.1. Assume that limτ→0 I∗∗(τ,$) <∞ for some small $ > 0.
If u is a positive solution of (1.3) such that lim|x|→0 u(x)/Φ+

λ (x) = 0, then

lim
|x|→0

u(x)
Φ−λ (x)

∈ (0,∞).

Moreover, u can be extended as a solution of (1.3) in Ω.

In Section 5.1.1 we give the proof of Proposition 5.1, which follows by combining
Lemma 5.2 with Lemma 5.4. We complete the proof of Theorem 2.1 in Section 5.1.2
as follows. The direct implication “⇒” in (2.12), as well as in (2.13), is demon-
strated by Lemma 5.5. The existence assertions of Theorem 2.1 are incorporated
into Lemma 5.6 and Lemma 5.7, which require h(t)/t be increasing on (0,∞). More
precisely, we prove in Lemma 5.6 that if ϑ ∈ C1(∂B1(0)) is a non-negative function
and limτ→0 I∗(τ,$) <∞, then for every number γ > 0, the problem

(5.1)


−∆u− λ|x|−2u+ b(x)h(u) = 0 in B∗ := B1(0) \ {0},
lim
|x|→0

u(x)/Φ+
λ (x) = γ, u = ϑ on ∂B1(0),

u > 0 in B∗,

admits a unique solution uγ , which is in C1,α
loc (B∗) for some α ∈ (0, 1). This assertion

also holds for γ = ∞ provided we are in either of the cases of Theorem 2.4(C)
(when all solutions are asymptotic at zero irrespective of the value of ϑ on ∂B1(0)).
Furthermore, in Lemma 5.7 we show that when ϑ ∈ C1(∂B1(0)) is a non-negative
and non-trivial function, then (5.1) with γ = 0 has always a unique solution, which
is in C1,α

loc (B∗) for some α ∈ (0, 1). Our proof of Lemmas 5.6 and 5.7 will adapt the
argument of Theorem 1.2 in [15].

35
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5.1.1. Proof of Proposition 5.1. It consists of Lemmas 5.2 and 5.4.

Lemma 5.2. Assume that limτ→0 I∗∗(τ,$) < ∞ for some small $ > 0. If u
is a positive solution of (1.3) such that lim|x|→0 u(x)/Φ+

λ (x) = 0, then

(5.2) 0 < lim inf
|x|→0

u(x)
Φ−λ (x)

≤ lim sup
|x|→0

u(x)
Φ−λ (x)

<∞.

Proof. Let u be a positive solution of (1.3) with lim|x|→0 u(x)/Φ+
λ (x) = 0.

Without any loss of generality, we can assume that B1(0) ⊂ Ω. We split the
proof of (5.2) into four steps. The last inequality in (5.2) follows easily from the
comparison principle in Lemma A.9, as shown in Step 1. However, the proof of the
first inequality in (5.2) is more difficult, being achieved in Steps 2–4. From (1.5)
and Lemma A.10, there exists a positive constant C such that

(5.3) b(x)h(u) ≤ C|x|θLb(|x|) (h2(u) + u) for 0 < |x| ≤ 1.

This inequality will be relevant for Step 2, which shows that u ≥ v∞ in B1(0) \ {0}
for some positive radial solution v∞ of

(5.4) −∆v − λ

|x|2
v + C|x|θLb(|x|) (h2(v) + v) = 0 for 0 < |x| < 1.

If λ ≤ 0, then the proof of (5.2) will be finished by showing in Step 3 that
limr→0 v∞(r)/Φ−λ (r) > 0. This is done by contradiction. Using a change of variable
z(s) = v∞(r)/Φ−λ (r) with s = r2p−N+2 we are led to an ODE without the inverse
square potential for which we can apply Theorem 1.14 in [28] to reach a contradic-
tion. The argument of Step 3 will also be useful for 0 < λ < (N − 2)2/4 when we
show that lim sup|x|→0 u(x) = ∞ without using that limτ→0 I∗∗(τ,$) < ∞. This
assumption does come into play in Step 4, which is needed to complete the proof
of lim inf |x|→0 u(x)/Φ−λ (x) > 0 for 0 < λ < (N − 2)2/4. We next show the details.

Step 1. We have γ− <∞, where γ− := lim sup|x|→0 u(x)/Φ−λ (x).

For any ε > 0, there exists rε ∈ (0, 1) small such that

u(x) ≤ εΦ+
λ (x) for every x ∈ RN with 0 < |x| ≤ rε.

Let M = max|x|=1 u(x). By Lemmas A.9 and A.10 in Appendix, it follows that

u(x) ≤ εΦ+
λ (x) +MΦ−λ (x) for every x ∈ RN with 0 < |x| < 1.

Passing to the limit with ε→ 0, we conclude that γ− <∞. This finishes Step 1.

Step 2. The positive solution u of (1.3) is bounded from below by a positive
radial solution v∞ of (5.4), which satisfies limr→0 v∞(r)/Φ−λ (r) ∈ [0,∞).

To construct v∞, we first set

(5.5) An := {x ∈ RN : 1/n < |x| < 1} for any integer n ≥ 2.

We consider the boundary value problem

(5.6)


−∆v − λ

|x|2
v + C|x|θLb(|x|) (h2(v) + v) = 0 in An,

v(x) = min
|y|=|x|

u(y) for |x| = 1/n and |x| = 1.

We denote by vn the unique positive C2-solution of (5.6). The uniqueness follows
from Lemma A.9. We have that vn is radially symmetric (by the invariance of the
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operator v 7−→ −∆v − λ|x|−2v under rotation, the symmetry of the domain An
and the boundary data). From (5.3), we infer that u is a super-solution of (5.6).
Therefore, we have

vn+1 ≤ vn ≤ u in An for every n ≥ 2.

By Lemma 4.9, we conclude that for a sequence nk → ∞, we have vnk → v∞ in
C1

loc(B∗) with B∗ := B1(0) \ {0} and v∞ is a non-negative radial solution of (5.4)
satisfying v∞ ≤ u for 0 < |x| ≤ 1. Moreover, since v∞(1) = min|y|=1 u(y) > 0 and
h2(t)/t is bounded from above by a positive constant for t ∈ [0, δ] and δ > 0 small
(by Lemma A.10), from the strong maximum principle (see [30]), we must have
v∞(r) > 0 for each r ∈ (0, 1).

We now show that v∞(r)/Φ−λ (r) admits a limit as r → 0, which is in [0,∞)
by Step 1. If we assume that v∞(r)/Φ−λ (r) does not have a limit as r → 0+, then
there exists a positive constant c such that

(5.7) lim inf
r→0

v∞(r)
Φ−λ (r)

< c < lim sup
r→0

v∞(r)
Φ−λ (r)

.

Let (Rn)n≥1 be a sequence that decreases to zero and v∞(Rn)/Φ−λ (Rn) tends to
lim infr→0 v∞(r)/Φ−λ (r) as n→∞. We can assume that Rn < 1 and

v∞(Rn)/Φ−λ (Rn) ≤ c for every n ≥ 1.

Therefore, by the comparison principle (Lemma A.9), we infer that

v∞(r) ≤ cΦ−λ (r) for every r ∈ (Rn, R1)

and every integer n ≥ 2. Since limn→∞Rn = 0, we find that v∞(r) ≤ cΦ−λ (r)
for every r ∈ (0, R1). This implies that lim supr→0 v∞(r)/Φ−λ (r) ≤ c, which is a
contradiction with (5.7). This completes Step 2.

Step 3. We have limr→0 v∞(r)/Φ−λ (r) > 0 when λ ≤ 0 and

(5.8) lim sup
|x|→0

u(x) =∞ when 0 < λ < (N − 2)2/4.

Our proof of (5.8) does not use the assumption that limτ→0 I∗∗(τ,$) < ∞.
This, jointly with Corollary 4.7, yields that lim|x|→0 u(x) = ∞ for every positive
solution of (1.3) when 0 < λ < (N − 2)2/4, which will be relevant for later.

To prove the assertion of Step 3, we argue by contradiction and assume that

(5.9)


lim
r→0

v∞(r)/Φ−λ (r) = 0 when λ ≤ 0

lim sup
|x|→0

u(x) <∞ when 0 < λ < (N − 2)2/4.

Since v∞ ≤ u for 0 < |x| ≤ 1 and Φ−λ (r) tends to ∞ (respectively, 0) as r → 0 if
0 < λ < (N −2)2/4 (respectively, λ < 0), from (5.9) and Lemma A.10, we find that

h2(v∞(x)) ≤ Ĉv∞(x) for all 0 < |x| ≤ 1,

where Ĉ > 0 is a large constant. By defining

(5.10) a(|x|) := C

(
h2(v∞(|x|))
v∞(|x|)

+ 1
)
,

we observe that

(5.11) C ≤ a(|x|) ≤ C(Ĉ + 1) for 0 < |x| ≤ 1.
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Hence, v∞ is a positive radial solution of the following equation

(5.12) −∆v − λ

|x|2
v + a(|x|) |x|θLb(|x|) v = 0 for 0 < |x| < 1.

Let p be given by (1.9). We introduce the function

z(s) =
v∞(r)
Φ−λ (r)

with s = r2p−N+2.

Since v∞ is a radial solution of (5.12), it follows that z satisfies the following ODE

(5.13) z′′(s) =
a(s

1
2p−N+2 )

(2p−N + 2)2
s

2+θ
2p−N+2−2Lb(s

1
2p−N+2 ) z(s) for s > 1.

Given that 2p−N + 2 < 0 and 2 + θ > 0, by (5.11) and Proposition A.5, we have

(5.14) lim
s→∞

a(s
1

2p−N+2 )s
2+θ

2p−N+2Lb(s
1

2p−N+2 ) = 0.

From (5.14) and L’Hôpital’s rule, we deduce that

(5.15) lim
s→∞

s

∫ ∞
s

a(t
1

2p−N+2 )t
2+θ

2p−N+2−2Lb(t
1

2p−N+2 ) dt = 0.

In view of (5.15), by applying Theorem 1.14 in [28], we have that there exist two
linearly independent regularly varying solutions z1 and z2 of (5.13) of the form

z1(s) = L1(s) and z2(s) = sL2(s),

where L1 and L2 are some slowly varying functions at∞. Our assumption (5.9) im-
plies that lims→∞ z(s) = 0 for any −∞ < λ < (N−2)2/4. Hence, lims→∞ z1(s) = 0
(due to lims→∞ z2(s) =∞). Since z′′1 (s) > 0, we infer that lims→∞ z′1(s) = 0 and

(5.16) z1(s) =
1

(2p−N + 2)2

∫ ∞
s

(∫ ∞
t

a(ξ
1

2p−N+2 )

ξ2− 2+θ
2p−N+2

Lb(ξ
1

2p−N+2 ) z1(ξ) dξ

)
dt

for any s > 1. Since s 7−→ z1(s) is slowly varying at ∞, we obtain that

F (s) :=
∫ ∞
s

(∫ ∞
t

ξ
2+θ

2p−N+2−2Lb(ξ
1

2p−N+2 ) z1(ξ) dξ
)
dt

is regularly varying at ∞ with index (2 + θ)/(2p − N + 2), which is a negative
number. Using (5.11), we get that the right-hand side of (5.16), say (RHS), satisfies
C1F (s) ≤ (RHS) ≤ C2F (s) for some positive constants C1 and C2 with C1 < C2.
This leads to a contradiction because the left-hand side of (5.16), namely z1(s), is
slowly varying at ∞, while the right-hand side of (5.16) is not. This contradiction
proves that (5.9) cannot hold, that is limr→0 v∞(r)/Φ−λ (r) > 0 when λ ≤ 0, which
concludes the proof of Lemma 5.2 in this case (using Step 2 as well).

Step 4. If 0 < λ < (N − 2)2/4 and limτ→0 I∗∗(τ,$) < ∞ for some small
$ > 0, then lim inf |x|→0 u(x)/Φ−λ (x) > 0.

Using (1.5), there exists a positive constant C such that

(5.17) b(x)h(u) ≤ C|x|θLb(|x|)uqLh(u) for every 0 < |x| ≤ 1.

We can proceed as in Step 2 (replacing (5.3) by (5.17)) to deduce that the positive
solution u of (1.3) is bounded from below by a positive radial solution w∞ of

(5.18) −∆w − λ

|x|2
w + C|x|θLb(|x|)wqLh(w) = 0 for 0 < |x| < 1.
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Clearly, limr→0 w∞(r) =∞ (we can use w∞ instead of u in the argument of Step 3).
Since w∞(r)/Φ−λ (r) converges to a non-negative number as r → 0, there exists a
constant d0 > 0 such that w∞(r) ≤ d0Φ−λ (r) for every r ∈ (0, 1]. If 1 < m < q, then
tq−mLh(t) is increasing for large t > 0 (using (1.6)). Hence, there exists a constant
d1 > 0 such that

(5.19) [w∞(r)]q−mLh(w∞(r)) ≤ d1[Φ−λ (r)]q−mLh(Φ−λ (r)) for every r ∈ (0, 1].

Notice that U = w∞ is a positive solution of

(5.20) U ′′(r) +
N − 1
r

U ′(r) +
λ

r2
U(r) = CrθLb(r)(w∞)q−mLh(w∞)Um in (0, 1).

To conclude the proof, it suffices to rule out limr→0 w∞(r)/Φ−λ (r) = 0. If we assume
that limr→0 w∞(r)/Φ−λ (r) = 0, then by Proposition 3.1(b), we have that

(5.21) lim
τ→0

∫ $

τ

r1−p(m−1)+θLb(r)[w∞(r)]q−mLh(w∞(r)) dr =∞.

This fact, combined with (5.19), leads to

lim
τ→0

∫ $

τ

rp+θ+1−pqLb(r)Lh(Φ−λ (r)) dr =∞,

which contradicts our assumption limτ→0 I∗∗(τ,$) < ∞ (see (2.4) and (2.5)).
Hence, we conclude that limr→0 w∞(r)/Φ−λ (r) ∈ (0,∞), which yields that

lim inf
|x|→0

u(x)
Φ−λ (x)

> 0

also for the case 0 < λ < (N − 2)2/4. This completes the proof of Lemma 5.2. �

Remark 5.3. If 0 < λ ≤ (N − 2)2/4, then every positive solution u of (1.3)
satisfies lim|x|→0 u(x) = ∞. Indeed, if lim sup|x|→0 u(x)/Φ+

λ (x) > 0 then we apply
Corollary 4.7. When lim|x|→0 u(x)/Φ+

λ (x) = 0 and 0 < λ < (N − 2)2/4, then we
refer to Step 3 in the proof of Lemma 5.2. Finally, if λ = (N − 2)2/4 then u ≥ w∞
in B1(0) \ {0}, where w∞ is a positive radial solution of (5.18) for some λ = λ1

with 0 < λ1 < (N − 2)2/4.

Lemma 5.4. Assume that limτ→0 I∗∗(τ,$) < ∞ for some small $ > 0. If u
is a positive solution of (1.3) such that

γ− := lim sup
|x|→0

u(x)
Φ−λ (x)

∈ (0,∞),

then we have

(5.22) lim
|x|→0

u(x)
Φ−λ (x)

= γ− and lim
|x|→0

x · ∇u(x)
Φ−λ (x)

= −p γ−.

Moreover, u can be extended as a solution of (1.3) in Ω.

Proof. We modify a technique used for proving Theorem 5.1 in [15], which
followed the line of argument of Friedman and Véron [19, Theorem 1.1]. Both
[15] and [19] treat quasilinear elliptic equations without a singular potential. We
provide all the details since our proof here brings in new distinctions due to the
inverse square potential. We fix r0 > 0 small such that B2r0(0) ⊂ Ω. Since
γ− ∈ (0,∞), we can find a positive constant C1, which depends on r0, such that

(5.23) u(x) ≤ C1|x|−p for every 0 < |x| ≤ 2r0.
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By (2.7), we have limr→0 Φ−λ (r)/K(r) = 0. Thus by Lemma 4.9 when 0 ≤ λ <
(N − 2)2/4 and Remark 4.11 when λ < 0, there exist positive constants C and
α ∈ (0, 1) such that

(5.24)

{
|∇u(x)| ≤ C|x|−p−1

|∇u(x)−∇u(x′)| ≤ C|x|−p−1−α|x− x′|α (|x|/|x′|)min{0,p}

for any x, x′ in RN with 0 < |x| ≤ |x′| < r0. For r ∈ (0, r0) fixed, we define the
following function

(5.25) V(r)(ξ) :=
u(rξ)

Φ−λ (r)Φ+
λ (ξ)

=
u(rξ) rp

|ξ|2−N+p
for 0 < |ξ| < r0

r
.

Claim 1. If (rn) is a sequence decreasing to zero as n→∞, then V(rn) contains
a subsequence V(rn) which converges in C1

loc(RN \ {0}).

This assertion follows from the Arzela–Ascoli Theorem once we prove that there
exist positive constants C2 and C3 such that for every fixed r ∈ (0, r0), we have

(5.26)


0 < V(r)(ξ) ≤ C1|ξ|N−2−2p, |∇V(r)(ξ)| ≤ C2|ξ|N−3−2p,

|∇V(r)(ξ)−∇V(r)(ξ′)| ≤ C3 B(ξ, ξ′), where B(ξ, ξ′) is defined by

B(ξ, ξ′) :=
|ξ′|N−2−p

|ξ|p+2

(
|ξ|
|ξ′|

)min{0,p} [
|ξ − ξ′|1−α + |ξ|1−α

]
|ξ − ξ′|α,

for every ξ, ξ′ in RN satisfying 0 < |ξ| ≤ |ξ′| < r0/r. The first two inequalities are
immediate by using (5.23) and (5.24). Therefore, we only check the last inequality
in (5.26). From (5.25), we derive that

(5.27) ∇V(r)(ξ)−∇V(r)(ξ′) = rp+1S1(r, ξ, ξ′) + (N − 2− p)rpS2(r, ξ, ξ′),

where we define Si(r, ξ, ξ′) with i = 1, 2 as follows

(5.28)

{
S1(r, ξ, ξ′) := |ξ|N−2−p(∇u)(rξ)− |ξ′|N−2−p(∇u)(rξ′);

S2(r, ξ, ξ′) := u(rξ) |ξ|N−4−pξ − u(rξ′) |ξ′|N−4−pξ′.

We prove that there exist positive constants A1 and A2 such that

(5.29)

{
|S1(r, ξ, ξ′)| ≤ A1r

−p−1B(ξ, ξ′),

|S2(r, ξ, ξ′)| ≤ A2r
−p|ξ − ξ′||ξ|−p−2|ξ′|N−2−p (|ξ|/|ξ′|)min{0,p}

for every ξ, ξ′ in RN with 0 < |ξ| ≤ |ξ′| < r0/r. Indeed, from (5.28) we find that
|S1(r, ξ, ξ′)| ≤|(∇u)(rξ)| | |ξ|N−2−p − |ξ′|N−2−p |

+ |ξ′|N−2−p | (∇u)(rξ)− (∇u)(rξ′) |,
|S2(r, ξ, ξ′)| ≤u(rξ) | |ξ|N−4−pξ − |ξ′|N−4−pξ′ | +|ξ′|N−3−p | u(rξ)− u(rξ′) | .

These inequalities, jointly with (5.23) and (5.24), yield that

(5.30)
|S1(r, ξ, ξ′)| ≤ Cr−p−1

[
|ξ|−p−1 | |ξ|N−2−p − |ξ′|N−2−p |

+|ξ′|N−2−p|ξ|−p−1−α|ξ − ξ′|α (|ξ|/|ξ′|)min{0,p}
]
,
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as well as

(5.31)
|S2(r, ξ, ξ′)| ≤ r−p

[
C1|ξ|−p | |ξ|N−4−pξ − |ξ′|N−4−pξ′ |

+C|ξ − ξ′| |ξ|−p−2 |ξ′|N−2−p (|ξ|/|ξ′|)min{0,p}
]
.

We see that there exist positive constants a1 and a2 such that for every ξ and ξ′ in
RN with 0 < |ξ| ≤ |ξ′|, we have

(5.32)


| |ξ|N−2−p − |ξ′|N−2−p |≤ a1|ξ − ξ′|

|ξ′|N−2−p

|ξ|
,

| |ξ|N−4−pξ − |ξ′|N−4−pξ′ |≤ a2|ξ − ξ′|
|ξ′|N−2−p

|ξ|2
.

Using (5.32) in (5.30) and (5.31), we conclude the inequalities in (5.29). The last
inequality of (5.26) follows from (5.27) and (5.29). This proves Claim 1.

Claim 2. For every ξ ∈ RN \ {0}, the following holds

(5.33) lim
r→0+

V(r)(ξ) = γ−|ξ|N−2−2p and lim
r→0+

∇V(r)(ξ) = γ−∇
(
|ξ|N−2−2p

)
.

Then we conclude (5.22) by taking |ξ| = 1 and x = rξ in (5.33). We now prove
(5.33). Using the definition of V(r) in (5.25) and that u is a solution of (1.3), we
obtain the following equation

(5.34) ∆V(r)(ξ) + 2(2−N + p)∇V(r)(ξ) ·
ξ

|ξ|2
= r2+p|ξ|N−2−pb(rξ)h(u(rξ))

for 0 < |ξ| < r0/r. For every fixed ξ ∈ RN \ {0}, we have 0 < |ξ| < r0/r provided
that r > 0 is sufficiently small. We now observe that

(5.35) lim
r→0

r2+pb(rξ)h(u(rξ)) = 0 for every ξ ∈ RN \ {0}.

From (1.5), Lemma A.10 and (5.23), it suffices to see that

H(r) := r2+θ+pLb(r)h2(C1Φ−λ (r))→ 0 as r → 0.

This follows immediately if λ ≤ 0, since p ≤ 0 and h2(t)/t is bounded for t > 0
small so that H is bounded from above by a regularly varying function at zero with
positive index (θ + 2). If 0 < λ < (N − 2)2/4, then from h2(t) ∼ tf(t) as t → ∞
and (2.7), we conclude that H(r)→ 0 as r → 0. This proves (5.35).

From Claim 1, (5.34) and (5.35), we find that any sequence rn decreasing to
zero contains a subsequence rn so that

(5.36) V(rn) → V in C1
loc(RN \ {0}) as n→∞,

where V satisfies the following equation

(5.37) ∆V (x) + 2(2−N + p)∇V (x) · x

|x|2
= 0 in D′(RN \ {0}).

We use the strong maximum principle to show that

(5.38) V (ξ) = γ−|ξ|N−2−2p for every ξ ∈ RN \ {0}.

To this aim, we define

(5.39) F−(r) := sup
|x|=r

u(x)
Φ−λ (r)

for r ∈ (0, r0).
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Let ξrn be on the (N − 1)-dimensional unit sphere SN−1 in RN such that

F−(rn) =
u(ξrnrn)
Φ−λ (rn)

.

We may assume that ξrn → ξ0 as n→∞. Using (5.25) and (5.39), we obtain that

(5.40)
V(rn)(ξ)
|ξ|N−2−2p

≤ F−(rn|ξ|) for 0 < |ξ| < r0

rn
and

V(rn)(ξrn)
|ξrn |N−2−2p

= F−(rn).

By the strong maximum principle (in the form of Lemma 1.3 in [19]), we find that
limr→0+ F−(r) = γ−. This uses an argument similar to limr→0 γ̃(r) = γ in the
proof of Theorem 5.1 of [15]. Letting n→∞ in (5.40) and using (5.36), we get

V (ξ)
|ξ|N−2−2p

≤ γ− for every ξ ∈ RN \ {0} and
V (ξ0)

|ξ0|N−2−2p
= γ−.

Hence, by the strong maximum principle (see Theorem 8.19 in [21]) applied to
V (ξ)− γ−|ξ|N−2−2p satisfying (5.37), we conclude (5.38). Using (5.36), we have lim

n→∞
V(rn)(ξ) = γ−|ξ|N−2−2p

lim
n→∞

∇V(rn)(ξ) = (N − 2− 2p)γ−|ξ|N−4−2pξ for every ξ ∈ RN \ {0}.

Since (r̄n) is an arbitrary sequence decreasing to zero, we obtain (5.33). Hence,
when |ξ| = 1 and x = rξ in (5.33), we conclude (5.22).

We now show that u extends to a solution of (1.3) in Ω, that is

(5.41)
∫

Ω

∇u ·∇φdx−
∫

Ω

λ

|x|2
uφ dx+

∫
Ω

b(x)h(u)φdx = 0 for every φ ∈ C1
c (Ω).

From (5.22) and p < (N − 2)/2, we easily check that u ∈ W 1,2
loc (Ω) and all the

integrals in (5.41) are well defined. Let φ ∈ C1
c (Ω) be fixed arbitrarily. For every

ε > 0 small, we let wε(r) be a non-decreasing and smooth function on (0,∞) such
that 0 < wε(r) < 1 for r ∈ (ε, 2ε) and

wε(r) =

{
1 for r ≥ 2ε,

0 for r ∈ (0, ε].

Using φwε ∈ C1
c (Ω∗) as a test function in Definition 1.1, we obtain that∫

Ω

wε∇u · ∇φdx−
∫

Ω

λ

|x|2
uφwε dx+

∫
Ω

b(x)h(u)φwε dx = −
∫

Ω

φ∇u · ∇wε dx.

Letting ε→ 0 in the above equality, we conclude (5.41) based on

(5.42) lim
ε→0

∫
Ω

φ∇u · ∇wε dx = lim
ε→0

∫
{ε<|x|<2ε}

φw′ε(|x|)∇u ·
x

|x|
dx = 0.

Indeed, using φ(x)|x|p∇u · x→ −pγ−φ(0) as |x| → 0 (from (5.22)) and∫
{ε<|x|<2ε}

|x|−p−1w′ε(|x|) dx = NωN

∫ 2ε

ε

r−p+N−2w′ε(r) dr → 0 as ε→ 0,

we arrive at (5.42). This completes the proof of Lemma 5.4. �
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5.1.2. Proof of Theorem 2.1 completed. Here we prove Lemmas 5.5–5.7.

Lemma 5.5. If (1.3) admits positive solutions such that

(5.43) lim
|x|→0

u(x)
Φ−λ (x)

∈ (0,∞) and lim
|x|→0

u(x)
Φ+
λ (x)

∈ (0,∞), respectively

then we have

(5.44) lim
τ→0
I∗∗(τ,$) <∞ and lim

τ→0
I∗(τ,$) <∞, respectively.

Proof. Let u be a positive solution of (1.3). To show that the first limit in
(5.43) implies limτ→0 I∗∗(τ,$) < ∞, we need only consider 0 < λ < (N − 2)2/4
for which lim|x|→0 Φ−λ (x) = ∞ (see (2.10)). The proof that (5.43) implies (5.44)
follows the same pattern as in Lemma 6.4 in Chapter 6. We need only replace Ψ±

by Φ±λ and use Proposition 3.1 instead of Proposition 3.4. We omit the details. �

Lemma 5.6. Let h(t)/t be increasing on (0,∞) and ϑ ∈ C1(∂B1(0)) be a non-
negative function. If limτ→0 I∗(τ,$) < ∞ and γ is any positive number, then
(5.1) has a unique solution uγ , which is in C1,α

loc (B∗) for some α ∈ (0, 1). The same
assertion holds for γ =∞ provided that (1.12)(a) is satisfied when q = q∗.

Proof. Remark that when λ = 0, it suffices to have h non-decreasing on
[0,∞) to have the comparison principle. We adapt the argument of Theorem 1.2
in [15]. We first assume that 0 < γ < ∞ and prove the existence of a solution
uγ for (5.1). By Proposition 3.1(c) and Lemma A.9, there exists a unique positive
solution u∗ ∈ C2(0, 1] satisfying

(5.45)


u′′∗(r) +

N − 1
r

u′∗(r) +
λ

r2
u∗(r) = 2rθLb(r)Lh(Φ+

λ (r))[u∗(r)]q in (0, 1),

lim
r→0

u∗(r)
Φ+
λ (r)

= γ and u∗(1) = 1.

Hence, we have Lh(u∗(r)) ∼ Lh(Φ+
λ (r)) as r → 0. From (1.5), we can find r0 ∈ (0, 1)

small such that

(5.46) b(x)h(u∗(|x|)) ≤ 2|x|θLb(|x|)Lh(Φ+
λ (x)) [u∗(|x|)]q for every 0 < |x| ≤ r0.

Let C0 > 0 be a large constant such that

(5.47) C0Φ−λ (r0) ≥ u∗(r0) and C0 ≥ max
x∈∂B1(0)

ϑ(x).

Then, by the comparison principle (Lemma A.9) and (5.46), we obtain that

(5.48)

{
u∗(r) ≤ γΦ+

λ (r) + C0Φ−λ (r) for every r ∈ (0, r0],

−∆u∗ − λ|x|−2u∗ + b(x)h(u∗) ≤ 0 for 0 < |x| < r0.

For every integer n ≥ 1 with n > 1/r0, we denote by vn the unique solution of

(5.49)


−∆v − λ|x|−2v + b(x)h(v) = 0 for x ∈ B1(0) \B1/n(0),

v(x) = γΦ+
λ (x) + C0Φ−λ (x) for |x| = 1/n and v = ϑ on ∂B1(0),

v > 0 in B1(0) \B1/n(0).
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By Lemma A.9 and the method of sub-super-solutions, jointly with (5.47) and
(5.48), we deduce that

(5.50)

{
vn+1 ≤ vn ≤ γΦ+

λ + C0Φ−λ in B1(0) \B1/n(0),

u∗(|x|) ≤ vn(x) + C0Φ−λ (x) for 1/n < |x| < r0.

By Lemma 4.9, we can find a sequence nk →∞ such that vnk → v∞ in C1
loc(B∗) and

v∞ is a positive solution of (1.3) in B∗ such that v∞ = ϑ on ∂B1(0). Furthermore,
from (5.45) and (5.50), we conclude that lim|x|→0 v∞(x)/Φ+

λ (x) = γ, that is v∞
is a solution of (5.1). The uniqueness of the solution of (5.1) with 0 < γ < ∞
follows easily from the comparison principle. Indeed, if u1 and u2 are two solutions
of (5.1), then lim|x|→0 u1(x)/u2(x) = 1 so that we can apply Lemma A.9 to deduce
that u1(x) ≤ (1 + ε)u2(x) in B∗ and u2(x) ≤ (1 + ε)u1(x) in B∗ for any ε > 0.
Letting ε → 0, we obtain that u1 ≡ u2 in B∗. Consequently, for every γ ∈ (0,∞),
there exists a unique solution uγ ∈ C1(B∗) of (5.1). By Lemma 4.9, we obtain that
uγ ∈ C1,α

loc (B∗) for some α ∈ (0, 1).
To prove the assertion of Lemma 5.6 when γ = ∞, we let un be the unique

solution of (5.1) corresponding to γ = n ≥ 1. By the comparison principle, we have
un ≤ un+1 in B∗. Lemma 4.9 shows that, up to a subsequence, un converges to
u∞ in C1

loc(B∗), where u∞ is a solution of (5.1) with γ = ∞. Moreover, u∞ is in
C1,α

loc (B∗) for some α ∈ (0, 1). From the assumption limτ→0 I∗(τ,$) <∞, we have
q ≤ q∗. If q < q∗ (respectively, q = q∗ and (1.12)(a) holds), then the uniqueness of
the solution of (5.1) with γ =∞ follows from Theorem 2.4(C). �

Lemma 5.7. Let h(t)/t be increasing on (0,∞) and ϑ ∈ C1(∂B1(0)) be a non-
negative and non-trivial function. If γ = 0, then (5.1) has a unique solution, which
is in C1,α

loc (B∗) for some α ∈ (0, 1).

Proof. We first prove the existence. Let C0 > 0 be a large constant such that
the second inequality in (5.47) holds. Let vn be the unique solution of (5.49) with
γ = 0. It follows that vn+1 ≤ vn ≤ C0Φ−λ in B1(0) \ B1/n(0). By Lemma 4.9,
we conclude that, up to a sub-sequence, vn converges to v∞ in C1

loc(B∗) and v∞
is a non-negative C1,α

loc (B∗)–solution of (1.3) in B∗ for some 0 < α < 1 such that
v∞ = ϑ on ∂B1(0). Since ϑ 6≡ 0 on ∂B1(0), by the strong maximum principle (see
[30]), we have v∞ > 0 in B∗. Hence, v∞ is a C1,α

loc (B∗)–solution of (5.1) with γ = 0.

We now prove the uniqueness assertion. Let u1 and u2 be two solutions of (5.1)
with γ = 0. We distinguish two cases depending on limτ→0 I∗∗(τ,$) being finite
or infinite (for some small $ > 0).

Case A: limτ→0 I∗∗(τ,$) <∞. By Proposition 5.1, we have ui ∈W 1,2
loc (B1(0))

and ui (i = 1, 2) can be extended as a solution of (1.3) in B1(0). Hence, we
can proceed as in the uniqueness proof of Theorem 1.2 in [15]. Indeed, for every
φ ∈ C1

c (B1(0)), we have

(5.51)

∫
B1(0)

∇ui(x) · ∇φ(x) dx− λ
∫
B1(0)

ui(x)φ(x)
|x|2

dx

+
∫
B1(0)

b(x)h(ui)φ(x) dx = 0.
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In fact, (5.51) holds for every φ ∈ H1
0 (B1(0)) (using Hardy’s inequality). Taking

φ = (u1 − u2) in (5.51) for i = 1, 2 and subtracting them, we obtain that∫
B1(0)

|∇(u1 − u2)|2 dx− λ
∫
B1(0)

(u1 − u2)2

|x|2
dx

+
∫
B1(0)

b(x) (h(u1)− h(u2)) (u1 − u2) dx = 0.

Since b > 0 in B∗ and h is increasing, by Hardy’s inequality (see (2.1)) and the
above equality, we must have u1 ≡ u2 in B∗.

Case B: limτ→0 I∗∗(τ,$) =∞. In this case, we shall prove later in Lemma 5.10
that lim|x|→0 u1(x)/u2(x) = 1. Since u1 = u2 on ∂B1(0), we conclude that u1 ≡ u2

in B∗. This completes the proof of Lemma 5.7. �

5.2. Proof of Theorem 2.2

By virtue of Proposition 5.1, we conclude the proof of Theorem 2.2 once we
show the following.

Lemma 5.8. If limτ→0 I∗(τ,$) = ∞, then lim|x|→0 u(x)/Φ+
λ (x) = 0 for every

positive solution u of (1.3).

Remark 5.9. Recall that when q 6= q∗, then limτ→0 I∗(τ,$) =∞ if and only
if q > q∗ (see (2.9)). Whilst the case q > q∗ in Lemma 5.8 can be concluded from
Corollary 4.3 since Φ+

λ ∈ RV2−N+p(0+) and 2 − N + p < −(θ + 2)/(q − 1), the
critical case q = q∗ requires a different reasoning. It is important to see that we
could have limτ→0 I∗(τ,$) =∞ when q = q∗. Take, for instance, h(t) = tq

∗
and

(i) Lb(r) ∼ 1 as r → 0 or (ii) Lb(r) ∼ −
1

log r
as r → 0.

For (i), we have limr→0K(r)/Φ+
λ (r) = 1, whereas limr→0K(r)/Φ+

λ (r) =∞ for (ii).
Hence, from Lemma 4.1 we cannot infer anymore that lim|x|→0 u(x)/Φ+

λ (x) = 0.

Proof. In view of Remark 5.9, we would need to treat only the case q = q∗.
Our argument is new and it also applies when q > q∗. Thus we understand here
that q ≥ q∗. For simplicity of notation, we assume that B1(0) ⊂ Ω. Let u be
an arbitrary positive solution of (1.3). By Corollary 4.5 we need only show that
lim inf |x|→0 u(x)/Φ+

λ (x) = 0. Suppose by contradiction that

lim inf
|x|→0

u(x)
Φ+
λ (x)

> 0.

Then we have

(5.52) u(x) ≥ a0Φ+
λ (x) for every 0 < |x| ≤ 1

for some small positive constant a0. We choose m ∈ R such that

(5.53) q − θ + 2
N − 2− p

< m < q.

In particular, we have m > 1. We set χ(t) := tq−mLh(t) for t > 0. Notice that χ is
a positive C1-function in RVq−m(∞), which satisfies

(5.54) lim
t→∞

h(t)
tmχ(t)

= 1 and lim
t→∞

tχ′(t)
χ(t)

= q −m > 0.
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Therefore, using also (5.52) and (1.5), we infer that there exist positive constants
c0 and c1 such that

(5.55)
b(x)h(u) ≥ c0 |x|θLb(|x|)χ(a0Φ+

λ (x))um

≥ c1 |x|θLb(|x|)χ(Φ+
λ (x))um for every 0 < |x| ≤ 1.

We define a function b0(r) as follows

b0(r) := c1r
θLb(r)χ(Φ+

λ (r)) for r ∈ (0, 1].

Hence, b0 varies regularly at zero of index θ− (q−m)(N − 2− p), which is greater
than −2 from our choice of m in (5.53). We conclude the proof once we construct
a positive solution U∞ of

(5.56) −U ′′(r)− N − 1
r

U ′(r)− λ

r2
U(r) + b0(r)[U(r)]m = 0 for 0 < r < 1.

with the property that u ≤ U∞ in B1(0)\{0}. To this end, we see that the assump-
tions of Proposition 3.1(e2) regarding (3.1) are satisfied here for (5.56) (replacing
q in Chapter 3 by m). Indeed, the C1(0, 1]–function

r(m+3)(p−N+2)+2N−2b0(r)

is regularly varying at 0 with index

(q + 3)(p−N + 2) + 2N − 2 + θ

which is negative (since q ≥ q∗ and p < (N − 2)/2). From our assumption that
limτ→0 I∗(τ,$) =∞, we obtain that

(5.57) lim
τ→0

∫ $

τ

r1−(N−2−p)(m−1)b0(r) dr =∞.

By applying Proposition 3.1(e2) to the positive solution U∞ of (5.56), we would
get limr→0 U∞(r)/Φ+

λ (r) = 0. Hence, lim|x|→0 u(x)/Φ+
λ (x) = 0, which would con-

tradict (5.52). We end the proof by constructing U∞. We let n ≥ 2 be an arbitrary
integer and An be given by (5.5). Let Un be the unique positive solution of the
boundary value problem

(5.58)


−∆U − λ

|x|2
U + b0(|x|)Um = 0 in An,

U(x) = max
|y|=|x|

u(y) for |x| = 1/n and |x| = 1.

Clearly, Un must be radially symmetric. Since u is a positive solution of (1.3), by
(5.55) it follows that u is a sub-solution of (5.58). Thus by the comparison principle
in Lemma A.9, we get

u ≤ Un ≤ Un+1 in An for every n ≥ 2.

By Lemma 4.9, we conclude that, up to a subsequence (re-labelled Un), we have
Un → U∞ in C1

loc(B∗) with B∗ := B1(0) \ {0} and U∞ is a positive solution of
(5.56) satisfying u ≤ U∞ in B∗. This finishes the proof of Lemma 5.8. �
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5.3. Proof of Theorem 2.3

In this section, we always assume that the parameter λ is positive and subcritical
(i.e., 0 < λ < (N − 2)2/4). The assertion of Theorem 2.3 follows by combining
Lemma 5.10 with Lemma 5.11 and Lemma A.13 in Appendix A.

Lemma 5.10. If limτ→0 I∗∗(τ,$) = ∞, then lim|x|→0 u(x)/Φ−λ (x) = 0 for
every positive solution u of (1.3). Moreover, all positive solutions of (1.3) are
asymptotically equivalent at zero to any positive C2–function U satisfying

(5.59) U ′′(r) +
N − 1
r
U ′(r) +

λ

r2
U(r) ∼ rθLb(r) h̃(U(r)) as r → 0,

where h̃ appears in (1.5).

Proof. We divide the proof of Lemma 5.10 into two steps.

Step 1. Any positive solution u of (1.3) satisfies lim|x|→0 u(x)/Φ−λ (x) = 0.

From limτ→0 I∗∗(τ,$) = ∞, we have q ≥ q∗∗. If q > q∗∗, then our claim
follows from Corollary 4.3 since Φ−λ ∈ RV−p(0+) and −p < −(θ + 2)/(q − 1). The
case q = q∗∗ cannot be treated in the same way (see the explanation for q = q∗ in
Remark 5.9). We give a unitary treatment for q ≥ q∗∗ (without using Lemma 4.1).
By Corollary 4.5, it remains to establish that lim inf |x|→0 u(x)/Φ−λ (x) = 0. We shall
slightly modify the argument of Lemma 5.8.

Suppose by contradiction that

(5.60) lim inf
|x|→0

u(x)
Φ−λ (x)

6= 0.

Then (5.52) holds with Φ−λ instead of Φ+
λ . Here, we choose m ∈ R such that

(5.61) q − θ + 2
p

< m < q.

We have m > 1 since q ≥ q∗∗. We imitate the proof of Lemma 5.8 replacing Φ+
λ by

Φ−λ . In particular, we define

b0(r) := c1r
θLb(r)χ(Φ−λ (r)) for 0 < r ≤ 1,

which is a regularly varying function at zero with index θ−p(q−m) that is greater
than −2. Hence, similar to Lemma 5.8, we obtain that u ≤ U∞ in B∗, where U∞ is
a positive solution of (5.56). Using (5.54) and limτ→0 I∗∗(τ,$) =∞, we infer that

lim
τ→0

∫ $

τ

r1−p(m−1)b0(r) dr =∞,

which corresponds to the condition limτ→0 I2(τ,$) = ∞ in Proposition 3.1 in
which q is being replaced by m. Moreover,

r(m+3)(p−N+2)+2(N−1)b0(r)

is a C1 regularly varying function at zero with index

m(2p−N + 2)− pq + 3p−N + 4 + θ,

which is negative using the first inequality in (5.61), jointly with 0 < p < (N −2)/2
and q ≥ q∗∗. Thus from Proposition 3.1(e2), (b) applied to the solution U∞ of
(5.56), we conclude that limr→0 U∞(r)/Φ−λ (r) = 0. Since u(x) ≤ U∞(|x|) for
0 < |x| < 1, we obtain a contradiction with the assumption (5.60).
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Step 2. All positive solutions of (1.3) are asymptotic as |x| → 0 to any positive
C2–function U satisfying (5.59).

Let R > 0 be arbitrary such that BR(0) ⊂ Ω. By Lemma 4.12 and Remark 5.3,
it suffices to prove that all positive solutions of

(5.62) −∆v − λ

|x|2
v + |x|θLb(|x|) h̃(v) = 0 in BR(0) \ {0}

are asymptotic as |x| → 0. Similar to the proof of Lemma 5.2 or Lemma 5.8, for
every positive solution v of (5.62), there exist positive radial solutions of (5.62), say
v∞ and V∞, such that v∞ ≤ v ≤ V∞ in BR(0) \ {0}. Therefore, it suffices to prove
that all positive solutions of

(5.63) −v′′(r)− N − 1
r

v′(r)− λ

r2
v(r) + rθLb(r) h̃(v) = 0 for 0 < r < R

are asymptotic as r → 0+. For simplicity, we take R = 1. We apply a change of
variable as in Proposition 3.1, namely

(5.64) y(s) = v(r)/Φ−λ (r) with s = (N − 2)r2p−N+2.

Set ω := (N − 2)−
p+θ+2

2p−N+2 /(2p−N + 2)2 and c := (N − 2)
p

2p−N+2 . Using (5.63), we
find that y(s) satisfies

(5.65) y′′(s) = ϕ(s) h̃
(
cs−

p
2p−N+2 y(s)

)
for s > N − 2,

where we define

ϕ(s) := ωs
−3p+2N−2+θ

2p−N+2 Lb

((
s

N − 2

) 1
2p−N+2

)
.

Notice that y′′(s) > 0 for s > N − 2 so that y′(s) is an increasing function.
From Step 1 above, we have lims→∞ y(s) = 0 for every positive solution y(s) of
(5.65). It follows that lims→∞ y′(s) = 0 and y′(s) < 0 for every s > N − 2.

We want to prove that any positive solutions y1 and y2 of (5.65) are asymptotic
as s→∞, which will conclude our proof. To this end, we prove that

(5.66)

{
if y1(s0) = y2(s0) for some point s0 ∈ [N − 2,∞),

then y1(s) = y2(s) for any s ∈ [s0,∞).

Indeed, for every ε > 0 there exists sε > 0 sufficiently large such that |y1 − y2| ≤ ε
for every s ∈ [sε,∞). Now if there exists a point s1 ∈ (s0, sε) such that y1− y2 > ε,
then sups∈[s0,∞)(y1 − y2)(s) = max[s0,sε](y1 − y2). Without loss of generality, we
assume that max[s0,sε](y1 − y2) = y1(s1)− y2(s1) > ε. Hence, y′1(s1) = y′2(s1) and
y1(ξ) − y2(ξ) > 0 for every ξ ∈ (s1, s1 + δ) provided that δ > 0 is small enough.
Since yi (i = 1, 2) satisfies (5.65), we obtain that

(5.67) (y1 − y2)′(s) =
∫ s

s1

ϕ(ξ)
[
h̃(cξ−

p
2p−N+2 y1(ξ))− h̃(cξ−

p
2p−N+2 y2(ξ))

]
dξ

for every s ∈ (s1, s1 + δ). Using that h̃ is increasing, we conclude that

s 7−→ (y1 − y2)(s) is increasing on (s1, s1 + δ),

which contradicts that max[s0,sε](y1 − y2) is achieved at s1. This proves that

y1 − y2 ≤ ε for every s ∈ [s0,∞).
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Changing y1 with y2, we infer that |y1−y2| ≤ ε on [s0,∞). Since ε > 0 is arbitrary,
we conclude that y1(s) = y2(s) for every s ∈ [s0,∞).

In view of (5.66), to prove that any two positive solutions y1 and y2 of (5.65)
are asymptotic as s → ∞, we need only consider the case when y1(s) < y2(s) for
every s ∈ [s0,∞), where s0 > N − 2 is large. We make the change of variable

(5.68) z(t) =
y1(s)
y2(s)

, where t =
∫ s

s0

dξ

[y2(ξ)]2
.

This change of variable and the argument to follow is inspired by Taliaferro [36,
Theorem 1.1], who investigated proper positive solutions for equations of the form
y′′(s) = φ(s)sq with q > 1. Notice that t → ∞ as s → ∞ and 0 < z(t) < 1 for
every t ∈ [0,∞). By differentiating (5.68) and using (5.65) with y = yi for i = 1, 2,
we arrive at

(5.69)

d2z

dt2
= [y2(s)]2

[
y2(s)

d2y1

ds2
− y1(s)

d2y2

ds2

]
= ϕ(s)[y2(s)]3

[
h̃
(
cs−

p
2p−N+2 y2(s)z(t)

)
− z(t) h̃

(
cs−

p
2p−N+2 y2(s)

)]
.

However, h̃(t)/t is increasing on (0,∞). Thus, (5.69) implies that z′′(t) < 0 for
t ∈ (0,∞). Hence, z′(t) is decreasing on (0,∞). Since z(t) > 0 is bounded at ∞,
we deduce that limt→∞ z′(t) = 0. Consequently, we have z′(t) ≥ 0 for t ≥ 0. So,
there exists limt→∞ z(t) = β and 0 < β ≤ 1. From the change of variable in (5.64)
and Remark 5.3 applied to (5.62), we have

(5.70) vi(r) = cs−p/(2p−N+2)yi(s)→∞ as r → 0, where i = 1, 2.

It follows that

lim
s→∞

y1(s)
y2(s)

= lim
r→0

v1(r)
v2(r)

= β ∈ (0, 1].

Hence, using (5.65) and (5.70), we obtain that

(5.71) lim
s→∞

y′′1 (s)
y′′2 (s)

= lim
r→0

h̃(v1(r))
h̃(v2(r))

= β q.

Since lims→∞ yi(s) = lims→∞ y′i(s) = 0, by L’Hôpital’s rule and (5.71), we conclude
that β = β q, that is β = 1. This completes Step 2 and the proof of Lemma 5.10. �

Lemma 5.11. Let q = q∗∗ in (1.5) and limτ→0 I∗∗(τ,$) =∞. Then for every
positive solution u of (1.3), we have:

(i) If (1.12)(a) holds, then u(x) ∼ U∗∗(|x|) as |x| → 0, where U∗∗ is defined
by (2.15).

(ii) If either (1.16)(c) or (1.16)(d) holds such that in either case (2.16) is
verified, then u(x) ∼ CU∗∗(|x|) as |x| → 0, where C := eD/(q−1)2 (respec-
tively, e−D/(q−1)2) when (1.16)(c) (respectively, (1.16)(d)) holds.

(iii) If (1.12)(b) holds, jointly with (1.16)(c) such that S is regularly varying
at ∞ with index η, then (2.17) holds.

Proof. For simplicity of notation, we use I(τ) instead of I∗∗(τ,$), where
$ > 0 is fixed sufficiently small. Since q = q∗∗ in (1.5), from (2.4) and (2.5), it
follows that

I(r) :=
∫ $

r

Lb(y)Lh(Φ−λ (y))
y

dy for 0 < r < $,
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where r 7−→ r−1Lb(r)Lh(Φ−λ (r)) is regularly varying at zero of index −1. Since
limr→0 I(r) =∞, by Karamata’s Theorem (adapt Proposition A.6 in Appendix A
for regular variation at 0), we have limr→0 rI

′(r)/I(r) = 0. We also see that

I ′′(r) =
I ′(r)
r

[
−1 +

rL′b(r)
Lb(r)

− p
Φ−λ (r)L′h(Φ−λ (r))

Lh(Φ−λ (r))

]
for every r ∈ (0, $).

Using (1.6), we obtain that limr→0 rI
′′(r)/I ′(r) = −1.

Proof of (i) and (ii). Suppose that we are in the settings of either (i) or (ii)
above. For a constant C > 0 to be specified later, we define U(r) for r ∈ (0, $) by

(5.72) U(r) = CU∗∗(r) = CΦ−λ (r) [M I(r)]
−1
q−1 , where M :=

q − 1
N − 2− 2p

.

Using a simple calculation, we arrive at

(5.73) U ′′(r)+N − 1
r
U ′(r)+ λ

r2
U(r) = −

C[(q − 1)I(r)]
−q
q−1 rθLb(r) h̃(Φ−λ (r))W(r)

(N − 2− 2p)
−1
q−1

,

where we define

W(r) := 2p−N + 1− rI ′′(r)
I ′(r)

+
q

(q − 1)
rI ′(r)
I(r)

.

As r → 0, the right-hand side of (5.73) is asymptotically equivalent to

C[M I(r)]−
q
q−1 rθLb(r) h̃(Φ−λ (r)),

where h̃(t) = tqLh(t). Using Lemma 5.10, it remains to show that

(5.74) Cq−1Lh(U(r)) ∼ Lh(Φ−λ (r)) as r → 0

for some constant C. Indeed, we have logU(r) ∼ log Φ−λ (r) as r → 0 since

lim
r→0

log I(r)
log r

= lim
r→0

rI ′(r)
I(r)

= 0.

(i) If (1.12)(a) holds, then Lh(U(r)) ∼ Lh(Φ−λ (r)) as r → 0, proving the
assertion of (i) by taking C = 1 in (5.72).

(ii) If (1.16)(c) or (1.16)(d) holds such that (2.16) is satisfied in either case,
then we find that

logU(r) = log Φ−λ (r)− (D + o(1))
q − 1

S(log Φ−λ (r)) as r → 0.

Since Λ in (1.17) is Γ–varying at ∞ with auxiliary function S (see Re-
mark 1.7 in Chapter 1), we obtain that

Λ(logU(r)) ∼ e−
D
q−1 Λ(log Φ−λ (r)) as r → 0.

This proves (5.74) with C := eD/(q−1)2 (respectively, C := e−D/(q−1)2) if
(1.16)(c) (respectively, (1.16)(d)) holds.

Proof of (iii). Let (1.12)(b) hold, jointly with (1.16)(c) such that S is regularly
varying at ∞ with index η. Hence, r 7−→ S(log Φ−λ (r)) is slowly varying at 0 and

S(log Φ−λ (r)) ∼ pηS(log(1/|x|)) as |x| → 0.

By Remark A.3 in Appendix A, there exists a C1 function Ŝ that is regularly
varying at ∞ such that Ŝ(t) ∼ S(t) as t → ∞ and limt→∞ tŜ′(t)/Ŝ(t) = η. We
can assume that limt→∞ tS′(t)/S(t) = η, otherwise one should use Ŝ instead of S
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in the argument to follow. From (1.8), the map t 7−→ f−1(t) is regularly varying
at ∞ of index 1/(q − 1). Thus to prove (2.17), it is enough to show that

(5.75) u(x) ∼ V (|x|) as |x| → 0,

where V (r) is defined for r > 0 small by

(5.76) V (r) := f−1

(
p

MJ (r)S(log Φ−λ (r))

)
,

that is

V (r) := Φ−λ (r)
(
M
p
Lb(r)Lh(V (r))S(log Φ−λ (r))

)−1/(q−1)

.

Since q = q∗∗, it follows that r 7−→ V (r) is regularly varying at 0 with index −p.
Moreover, we have

(5.77) lim
r→0

rV ′(r)
V (r)

= −p, log V (r) ∼ log Φ−λ (r) as r → 0.

Using V (r) in (5.76), we introduce another function U(r) for r > 0 small by

(5.78) U(r) := Φ−λ (r) [G(r)]
−1
q−1 , where G(r) :=M

∫ $

r

Lb(y)Lh(V (y))
y

dy.

To complete the proof of (iii), the idea is to show that

(5.79) U(r) ∼ V (r) as r → 0 and U(r) satisfies (5.59).

Then by Lemma 5.10, we conclude the proof of (5.75). Note that Λ(t) in (1.16)
dominates at∞ any power function of t (see Remark 1.7). From (1.16)(c), we have

(5.80) Lh(V (r)) ∼ Λ(log V (r)) and
Λ(log V (r))

Λ′(log V (r))S(log Φ−λ (r))
∼ 1 as r → 0.

Using (1.12)(b) and the assumption on S, we see that Lb(r) = Lb(e−(1/p) log Φ−λ (r))
and S(log Φ−λ (r)) are both regularly varying functions in the variable t = log Φ−λ (r)
(and also in log V (r) in light of (5.77)). Thus Λ(log V (r)) dominates Lb(r), as well
as S(log Φ−λ (r)), as r → 0. Hence, by L’Hôpital’s rule and (5.80), we find that

(5.81) lim
r→0

G(r)
Lb(r)Lh(V (r))S(log Φ−λ (r))

=
M
p
.

Thus we have U(r) ∼ V (r) as r → 0. We next show that U(r) given by (5.78)
satisfies (5.59). Indeed, from (5.78) it follows that left-hand side of (5.59) equals

(5.82)
U(r)G′(r)
rG(r)

[
2p−N + 1

q − 1
− 1

(q − 1)
rG′′(r)
G′(r)

+
q

(q − 1)2

rG′(r)
G(r)

]
.

Moreover, using (5.81) we have

lim
r→0

rG′(r)
G(r)

= 0 and lim
r→0

rG′′(r)
G′(r)

= −1.

Thus, as r → 0 the quantity in (5.82) is asymptotically equivalent to

pU(r)
Mr2S(log Φ−λ (r))

which, in turn, is asymptotically equivalent to the right-hand side of (5.59) (in light
of (5.76)). This completes the proof of (5.79). �
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5.4. Proof of Theorem 2.4

Throughout this section, we let −∞ < λ < (N − 2)2/4 and assume that
(1.5) is satisfied. Our first result here proves the first two cases in Theorem 2.4.
The last case in Theorem 2.4 corresponds to the positive solutions u of (1.3) with
lim sup|x|→0 u(x)/Φ+

λ (x) =∞. Then by Corollary 4.5, we have

lim
|x|→0

u(x)
Φ+
λ (x)

=∞.

For such solutions, we establish the precise asymptotic behaviour near zero by
differentiating between q 6= q∗ in Lemma 5.13 and q = q∗ in Lemma 5.14. We have
seen that if q 6= q∗, then limτ→0 I∗(τ,$) <∞ if and only if q < q∗.

Lemma 5.12. If limτ→0 I∗(τ,$) <∞ and u is a positive solution of (1.3) with

(5.83) γ+ = lim sup
|x|→0

u(x)
Φ+
λ (x)

6=∞,

then one of the following holds:

(a) γ+ = 0 and u(x)/Φ−λ (x) converges to some positive number as |x| → 0.
Moreover, u can be extended as a solution of (1.3) in Ω.

(b) γ+ ∈ (0,∞) and u satisfies

(5.84) lim
|x|→0

u(x)
Φ+
λ (x)

= γ+, lim
|x|→0

x · ∇u(x)
Φ+
λ (x)

→ (2−N + p) γ+.

Furthermore, if 0 < λ < (N − 2)2/4, then u can be extended as a solution
of (1.3) in Ω. In turn, when λ = 0, we have (2.20).

Proof. (a) When γ+ = 0, the claim follows from (2.8) and Proposition 5.1.
(b) We now assume that γ+ 6= 0 and prove the assertion of Lemma 5.12(b).

Our argument here is similar to that for Lemma 5.4. We fix r0 > 0 small such that
B2r0(0) ⊂ Ω. From (5.83), we can find a positive constant C1, which depends on
r0, such that

(5.85) u(x) ≤ C1|x|2−N+p for every 0 < |x| ≤ 2r0.

By (2.6), we have limr→0 Φ+
λ (r)/K(r) = 0. Hence, by Lemma 4.9, there exist

positive constants C > 0 and α ∈ (0, 1) such that

(5.86) |∇u(x)| ≤ C|x|1−N+p and |∇u(x)−∇u(x′)| ≤ C|x|1−N+p−α|x− x′|α

for any x, x′ in RN with 0 < |x| ≤ |x′| < r0. For r ∈ (0, r0) fixed, we define

(5.87) W(r)(ξ) :=
u(rξ)

Φ+
λ (r)Φ−λ (ξ)

=
u(rξ)|ξ|p

r2−N+p
for 0 < |ξ| < r0

r
.

Using the inequalities in (5.85) and (5.86), we find positive constants C2 and C3

such that for every fixed r ∈ (0, r0),

(5.88)


0 < W(r)(ξ) ≤ C1|ξ|2−N+2p, |∇W(r)(ξ)| ≤ C2|ξ|1−N+2p,

|∇W(r)(ξ)−∇W(r)(ξ′)| ≤ |ξ − ξ′|α
[
C + C3|ξ|α−1|ξ − ξ′|1−α

]
|ξ|N−2p−1+α

,
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for every ξ, ξ′ in RN satisfying 0 < |ξ| ≤ |ξ′| < r0/r. The first two inequalities in
(5.88) are easy to check. We only show the last inequality in (5.88). After a simple
calculation, we arrive at

∇W(r)(ξ)−∇W(r)(ξ′) = rN−1−p T1(r, ξ, ξ′) + p rN−2−p T2(r, ξ, ξ′),

where we define Ti(r, ξ, ξ′) with i = 1, 2 as follows{
T1(r, ξ, ξ′) := |ξ|p(∇u)(rξ)− |ξ′|p(∇u)(rξ′);

T2(r, ξ, ξ′) := u(rξ)|ξ|p−2ξ − u(rξ′)|ξ′|p−2ξ′.

The last inequality in (5.88) follows once we prove that there exist positive constants
D1 and D2 such that

(5.89)

{
|T1(r, ξ, ξ′)| ≤ Cr1−N+p

[
|ξ − ξ′|α |ξ|−N+2p+1−α +D1 |ξ|−N+2p |ξ − ξ′|

]
;

|T2(r, ξ, ξ′)| ≤ D2r
2−N+p|ξ|−N+2p|ξ − ξ′|

for every ξ, ξ′ in RN satisfying 0 < |ξ| ≤ |ξ′| < r0/r. From the definition of
Ti(r, ξ, ξ′) with i = 1, 2, we obtain that{

|T1(r, ξ, ξ′)| ≤ |ξ|p |(∇u)(rξ)− (∇u)(rξ′)|+ |(∇u)(rξ′)| ||ξ|p − |ξ′|p|,
|T2(r, ξ, ξ′)| ≤ |ξ|p−1 |u(rξ)− u(rξ′)|+ ||ξ|p−2ξ − |ξ′|p−2ξ′|u(rξ′),

which, jointly with (5.85) and (5.86), imply that

(5.90)


|T1(r, ξ, ξ′)| ≤ Cr1−N+p

[
|ξ − ξ′|α

|ξ|N−1−2p+α
+
||ξ|p − |ξ′|p|
|ξ′|N−1−p

]
,

|T2(r, ξ, ξ′)| ≤ r2−N+p

[
C
|ξ − ξ′|
|ξ|N−2p

+ C1
||ξ|p−2ξ − |ξ′|p−2ξ′|

|ξ′|N−2−p

]
.

We conclude the inequalities in (5.89) from (5.90) by observing that for some pos-
itive constants D0 and D1, we have{

|ξ′|1−N+p ||ξ|p − |ξ′|p| ≤ D1 |ξ − ξ′| |ξ|−N+2p,

|ξ′|2−N+p ||ξ|p−2ξ − |ξ′|p−2ξ′| ≤ D0|ξ|−N+2p |ξ − ξ′|

for every ξ, ξ′ in RN satisfying 0 < |ξ| ≤ |ξ′| < r0/r. This proves (5.88).
We next want to show that

(5.91) lim
r→0+

W(r)(ξ) = γ+|ξ|2p+2−N , lim
r→0+

∇W(r)(ξ) = γ+∇
(
|ξ|2p+2−N)

for every ξ ∈ RN \ {0}. Since u is a solution of (1.3), we see that W(r) in (5.87)
satisfies the following equation

(5.92) ∆W(r)(ξ)−2p∇W(r)(ξ) ·
ξ

|ξ|2
= |ξ|prN−pb(rξ)h(u(rξ)) for 0 < |ξ| < r0/r.

For every fixed ξ ∈ RN \ {0}, we have 0 < |ξ| < r0/r provided that r > 0 is small
enough. The right-hand side of (5.92) converges to 0 as r → 0, that is

(5.93) lim
r→0

rN−pb(rξ)h(u(rξ)) = 0 for every ξ ∈ RN \ {0}.

This follows from (1.5), Lemma A.10 and (5.85) by observing that

(5.94) lim
r→0

rN−p+θLb(r)h2(C1Φ+
λ (r)) = 0.

From (2.6) and f ∈ RVq−1(∞), we have r2+θLb(r)f(C1Φ+
λ (r)) → 0 as r → 0.

Hence, using that h2(t) ∼ tf(t) as t→∞, we arrive at (5.94).
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Next, we prove that W(r) converges along a sequence rn → 0. From (5.88),
(5.92) and (5.93), we deduce that for any sequence rn decreasing to zero, there
exists a subsequence rn such that

(5.95) W(rn) →W in C1
loc(RN \ {0}) as n→∞

and W satisfies the equation

(5.96) ∆W (x)− 2p∇W (x) · x

|x|2
= 0 in D′(RN \ {0}).

We define

(5.97) F+(r) := sup
|x|=r

u(x)
Φ+
λ (r)

for r ∈ (0, r0).

Let ξrn be on the (N − 1)-dimensional unit sphere SN−1 in RN such that

F+(rn) =
u(ξrnrn)
Φ+
λ (rn)

.

We may assume that ξrn → ξ0 as n→∞. Using (5.87) and (5.97), we obtain that

(5.98)


W(rn)(ξ)
|ξ|2p+2−N =

u(rnξ)
|ξrn|2−N+p

≤ F+(rn|ξ|) for 0 < |ξ| < r0

rn

W(rn)(ξrn)
|ξrn |2p+2−N = F+(rn).

We find that limr→0 F
+(r) = γ+ (similar to limr→0 F

−(r) = γ− in the proof of
Lemma 5.4). Passing to the limit n→∞ in (5.98) and using (5.95), we obtain that

W (ξ)
|ξ|2p+2−N ≤ γ

+ for every ξ ∈ RN \ {0} and
W (ξ0)
|ξ0|2p+2−N = γ+.

Since W (ξ) − γ+|ξ|2p+2−N satisfies (5.96), by the strong maximum principle (see
Theorem 8.19 in [21]), we conclude that

W (ξ) = γ+|ξ|2p+2−N for every ξ ∈ RN \ {0}.

Hence, in light of (5.95), we find that lim
n→∞

W(rn)(ξ) = γ+|ξ|2p+2−N

lim
n→∞

∇W(rn)(ξ) = (2p+ 2−N)γ+|ξ|2p−Nξ for every ξ ∈ RN \ {0}.

This proves (5.91). Letting |ξ| = 1 and x = rξ in (5.91), we conclude (5.84).

To complete the proof, we fix φ ∈ C1
c (Ω) and show that

(5.99)
∫

Ω

∇u · ∇φdx−
∫

Ω

λ

|x|2
uφ dx+

∫
Ω

b(x)h(u)φdx

is equal to 0 (respectively, (N−2)NωNγ+φ(0)) if 0 < λ < (N−2)2/4 (respectively,
λ = 0). This assertion for λ = 0 relies on (5.84) and thus can be proved as in
Theorem 5.1 in [15]. We now assume that 0 < λ < (N − 2)2/4. Since Φ+

λ is a
regular solution of (2.2) if and only if 0 < λ < (N −2)2/4, we infer from (5.84) that
u ∈ W 1,2

loc (Ω) and |x|−2u(x) is in L1
loc(Ω). Hence, the first two integrals in (5.99)

are well defined. Using (1.5) and q ≤ q∗, we also find that b(x)h(u) ∈ L1
loc(Ω).
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We proceed in the same manner as for proving (5.41) in Lemma 5.4. We need
only justify (5.42), which follows since φ(x)|x|N−2−p∇u · x → (2 − N + p)γ+φ(0)
as |x| → 0 (from (5.84)) and

(5.100)
∫
{ε<|x|<2ε}

|x|1−N+pw′ε(|x|) dx = NωN

∫ 2ε

ε

rpw′ε(r) dr → 0 as ε→ 0.

Note that when λ = 0 the integral in (5.100) equals NωN for every ε > 0, which
implies that

lim
ε→0

∫
Ω

φ∇u · ∇wε dx = (2−N)NωNγ+φ(0).

Using φwε ∈ C1
c (Ω∗) as a test function in Definition 1.1, then letting ε → 0 we

conclude (5.41) (respectively, (2.20)) for 0 < λ < (N − 2)2/4 (respectively, λ = 0).
This finishes the proof of Lemma 5.12. �

Lemma 5.13. Let q in (1.5) satisfy q < q∗, where q∗ is given by (1.11). Then
all positive solutions u of (1.3) such that lim|x|→0 u(x)/Φ+

λ (x) =∞ are asymptotic
at zero and they satisfy (1.10), that is

(5.101) u(x) ∼ `1/(q−1)K(|x|) as |x| → 0,

where K and ` are defined by (1.8) and (1.9), respectively.

Proof. Let u be a positive solution of (1.3) with lim|x|→0 u(x)/Φ+
λ (x) = ∞.

To show (5.101), we use a perturbation method for constructing sub-super-solutions
that is inspired by the proof of Theorem 1.4 in [15]. However, our construction
here is different and somehow simpler than that in [15]. Let ν0 ∈ (0, 1) be fixed
small enough. Let K be given by (1.8). For any ν ∈ [0, ν0] and ε ∈ (0, 1) small
enough, we define W±ε,ν(r) on a small interval (0, r0) as follows

(5.102) W±ε,ν(r) :=
(
`±ε,ν
) 1
q−1 [K(r)]1±ν , where `−ε,ν < ` < `+ε,ν

and limε→0

(
limν→0 `

±
ε,ν

)
= `. We split the proof of (5.101) into three steps.

Step 1. For any ε > 0 small, there exists rε > 0 small such that W+
ε,ν (respec-

tively, W−ε,ν) is a super-solution (respectively, sub-solution) of (1.3) in Brε(0) \ {0}
for every ν ∈ [0, ν0].

We fix ε > 0 sufficiently small. From (A.7) and (1.5), there exists rε > 0 such
that for every ν ∈ [0, ν0] and every 0 < |x| ≤ rε, we have

(5.103) (1− ε)|x|θLb(|x|) h̃(W±ε,ν) ≤ b(x)h(W±ε,ν) ≤ (1 + ε)|x|θLb(|x|) h̃(W±ε,ν).

It is enough to show that for every ν ∈ [0, ν0], the function z = W+
ε,ν satisfies

(5.104) −∆z − λ

|x|2
z + (1− ε)|x|θLb(|x|) h̃(z) ≥ 0 for 0 < |x| < rε.

Then by (5.103) it follows that W+
ε,ν is a super-solution of (1.3) in Brε(0) \ {0}.

Similarly, W−ε,ν is a sub-solution of (1.3) in Brε(0) \ {0} provided that z = W−ε,ν
satisfies the following inequality for every ν ∈ [0, ν0]

(5.105) −∆z − λ

|x|2
z + (1 + ε)|x|θLb(|x|) h̃(z) ≤ 0 for 0 < |x| < rε.
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We observe that z = W±ε,ν satisfies

(5.106)
z′′(r) +

N − 1
r

z′(r) +
λ

r2
z(r)

= (`±ε,ν)
1
q−1 (1± ν)[K(r)]±ν

(
K′′(r) +

N − 1
r
K′(r) +

λ

r2
K(r)± νT±(r)

)
where we define

T±(r) :=
[K′(r)]2

K(r)
− λ

1± ν
K(r)
r2

for r ∈ (0, rε).

From the proof of Lemma A.13 in Appendix A, we have (A.8) and

(5.107) T±(r) ≤ [K′(r)]2

K(r)
+
|λ|

1± ν
K(r)
r2
∼

[(
θ + 2
q − 1

)2

+
|λ|

1± ν

]
rθLb(r)h̃(K(r)),

where the asymptotic equivalence in (5.107) holds as r → 0. Since f(t) = h̃(t)/t is
increasing for large t > 0, we have

(5.108)

{
h̃(W+

ε,ν(r)) ≥ [K(r)]ν h̃((`+ε,ν)1/(q−1)K(r)),

h̃(W−ε,ν(r)) ≤ [K(r)]−ν h̃((`−ε,ν)1/(q−1)K(r)).

From Proposition A.4 and the definition of `±ε,ν in (5.102), it follows that

lim
t→∞

Lh((`±ε,ν)1/(q−1)t)
Lh(t)

= 1

uniformly with respect to ν ∈ [0, ν0]. Since h̃(t) = tqLh(t), we obtain that

lim
r→0

h̃((`±ε,ν)1/(q−1)K(r))

(`±ε,ν)q/(q−1)h̃(K(r))
= 1

uniformly with respect to ν ∈ [0, ν0]. This, jointly with (5.106)–(5.108) and (A.8),
proves that it is possible to choose `±ε,ν as stated in (5.102) such that z = W+

ε,ν

(respectively, z = W−ε,ν) satisfies (5.104) (respectively, (5.105)).

Step 2. We have lim|x|→0 u(x)/R(|x|) = ∞ for every function R ∈ RVj(0+)
with j > −(θ + 2)/(q − 1).

We use an argument similar to Lemma 7.1 in [15]. Let R ∈ RVj(0+) with
j > −(θ + 2)/(q − 1). We choose θ1 and q1 close enough to θ and q, respectively
such that −2 < θ1 < θ and q < q1 < q∗(N,λ, θ1), where q∗(N,λ, θ1) is given by
(1.11) with θ1 instead of θ. Moreover, our choice of θ1 and q1 is made so that

(5.109) j > −(θ1 + 2)/(q1 − 1) > −(θ + 2)/(q − 1).

From (1.5) and Proposition A.5 in Appendix A, we have

lim
t→∞

h(t)/tq1 = 0 and lim
|x|→0

b(x)/|x|θ1 = 0.

Thus there exists r0 > 0 small such that Br0(0) ⊂ Ω and

b(x)h(u) ≤ |x|θ1uq1 for 0 < |x| ≤ r0.

Hence, u is a super-solution for the equation

(5.110) −∆v − λ|x|−2v + |x|θ1vq1 = 0 for 0 < |x| < r0.
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Without any loss of generality, we take r0 = 1. For any positive integer n, we
consider the problem

(5.111)


− v′′(r)− N − 1

r
v′(r)− λ

r2
v(r) + rθ1vq1 = 0 for 0 < r < 1,

lim
r→0

v(r)/Φ+
λ (r) = n, v(1) = min

|x|=1
u(x).

By Proposition 3.1(c) and Lemma A.9, we have that (5.111) admits a unique pos-
itive solution vn and u ≥ vn on B1(0) \ {0} for every n ≥ 1. Since n 7−→ vn is
increasing, using Lemma 4.1 and Lemma 4.9, we conclude that vn → v∞ in C1 in
every compact subset of (0, 1] as n → ∞ and v∞ is a positive radial solution of
(5.110) (with r0 = 1) such that limr→0 v∞(r)/Φ+

λ (r) =∞. Moreover, we also have
u ≥ v∞ in B1(0) \ {0}. By Remark 3.2 in Chapter 3, we obtain that

lim
r→0

r
θ1+2
q1−1 v∞(r) ∈ (0,∞).

This, jointly with the first inequality in (5.109), gives that limr→0 v∞(r)/R(r) =∞.
Using u(x) ≥ v∞(|x|) for 0 < |x| < 1, we conclude Step 2.

Step 3. Proof of (5.101) completed.

Since W±ε,ν varies regularly at 0 with index −(1± ν)(θ + 2)/(q − 1), by Step 2
above and Corollary 4.3, we find that

(5.112) lim
|x|→0

u(x)
W−ε,ν(|x|)

=∞ and lim
|x|→0

u(x)
W+
ε,ν(|x|)

= 0.

Let C1 and C2 be sufficiently large positive constants such that

`1/(q−1)K(rε) ≤ C1Φ−λ (rε) and max
|x|=rε

u(x) ≤ C2Φ−λ (rε).

Hence, W−ε,ν(|x|) ≤ u(x) +C1Φ−λ (x) on |x| = rε and u(x) ≤W+
ε,ν(|x|) +C2Φ−λ (x) on

|x| = rε, for every ν ∈ [0, ν0]. Since lim|x|→0 u(x) =∞, we can assume that (5.103)
holds with u instead of W±ε,ν . Hence, u satisfies

(5.113)

{
−∆u− λ|x|−2u+ (1− ε)|x|θLb(|x|) h̃(u) ≤ 0,

−∆u− λ|x|−2u+ (1 + ε)|x|θLb(|x|) h̃(u) ≥ 0

for every 0 < |x| < rε. We see that z = W+
ε,ν + C2Φ−λ satisfies (5.104) for every

ν ∈ [0, ν0] and the second inequality of (5.113) also holds with u+C1Φ−λ instead of
u, since h̃(t)/t = f(t) is an increasing function at ∞ (see (A.7)). Therefore, using
(5.112) and the comparison principle in Lemma A.9, we conclude that

u ≤W+
ε,ν + C2Φ−λ and u+ C1Φ−λ ≥W

−
ε,ν

for 0 < |x| ≤ rε and every ν ∈ [0, ν0]. By letting ν → 0 and using (5.102), we have

(5.114) lim sup
|x|→0

u(x)
K(|x|)

≤ (`+ε )1/(q−1), lim inf
|x|→0

u(x)
K(|x|)

≥ (`−ε )1/(q−1),

where `±ε := limν→0 `
±
ε,ν . By letting ε go to zero in (5.114), we arrive at (5.101).

This concludes the proof of Lemma 5.13. �

Lemma 5.14. Let q = q∗ in (1.5) and (1.12)(a) hold. If limτ→0 I∗(τ,$) <∞,
then all positive solutions of (1.3) with lim|x|→0 u(x)/Φ+

λ (x) = ∞ are asymptotic
at zero and they satisfy (2.21).
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Proof. Let R > 0 be arbitrary such that BR(0) ⊂ Ω. By Lemma 4.12, we
need only show that

(5.115) v(r) ∼ Φ+
λ (r) [MI∗(r)]−1/(q−1) as r → 0, where I∗(r) := lim

τ→0
I∗(τ, r)

for every positive solution v of

(5.116)

 −∆v − λ|x|−2v + |x|θLb(|x|) h̃(v) = 0 in BR(0) \ {0},
lim
|x|→0

v(x)/Φ+
λ (x) =∞.

Using Lemma 4.4 and an argument similar to Lemma 5.2 or Lemma 5.8, we can
construct positive radial solutions v∗ and v∗ of (5.116) with v∗ ≤ v ≤ v∗ in BR(0) \
{0}. So, it remains to prove (5.115) for any positive solution of

(5.117)

 − v
′′(r)− N − 1

r
v′(r)− λ

r2
v(r) + rθLb(r) h̃(v) = 0 in (0, R),

lim
r→0

v(r)/Φ+
λ (r) =∞.

We take R = 1 for simplicity. Note that if we apply the change of variable (5.64)
in the proof of Lemma 5.10, then we get (5.65). However, we cannot reason as in
Lemma 5.10 (where lims→∞ y(s)/s = lims→∞ y′(s) = 0) since here we have

lim
r→0

v(r)
Φ+
λ (r)

= lim
s→∞

y(s)
s

= lim
s→∞

y′(s) =∞.

Nor can we apply the perturbation technique employed in Lemma 5.13, where it was
essential that q < q∗. The idea for q = q∗ is to somehow make use of Corollary 3.3.
But it seems difficult, in general, to pass the conclusions from the special power case
to the more general situations of regularly varying functions. We are able to achieve
this because of our assumption (1.12)(a). Hence, we can write Lh(et) = tα1L̃(t),
where L̃ is a slowly varying function at ∞.

Because q = q∗, we see that K in Lemma 4.1 is regularly varying at zero with the
same index as Φ+

λ (cf., Remark 4.2). Consequently, we have logK(r) ∼ log Φ+
λ (r)

as r → 0. Since limr→0 v(r)/Φ+
λ (r) =∞, by Lemma 4.1 we deduce that

log v(r)
log Φ+

λ (r)
∼ 1,

Lh(v(r))
Lh(Φ+

λ (r))
=
(

log v(r)
log Φ+

λ (r)

)α1 L̃(log v(r))
L̃(log Φ+

λ (r))
∼ 1 as r → 0.

Hence, h̃(v(r)) ∼ Lh(Φ+
λ (r))[v(r)]q as r → 0. Since limτ→0 I∗(τ,$) < ∞, by

applying Corollary 3.3 with

b0(r) := rθLb(r)Lh(Φ+
λ (r)),

we conclude (5.115). This completes the proof of Lemma 5.14. �



CHAPTER 6

The analysis for the critical parameter

In this chapter, we assume that (1.5) holds. We investigate the asymptotic
behaviour near zero for all positive solutions of (1.3) with λ = (N − 2)2/4, namely

(6.1) −∆u−
(
N − 2

2

)2
u

|x|2
+ b(x)h(u) = 0 in Ω∗.

Our goal is to demonstrate the main results on (6.1), whose statements can be
found in Section 2.2 of Chapter 2. We prove Theorem 2.5 in Section 6.1, whilst
in Sections 6.2 and 6.3 we establish Theorems 2.6 and 2.7, respectively. For the
reader’s convenience, we recall that the fundamental solutions of (2.2) are given by
Ψ± in (2.24) and the critical exponent for (6.1) is q∗ = (N + 2 + 2θ)/(N − 2). We
define F∗(τ,$) and F∗(τ,$) as in (2.25).

6.1. Proof of Theorem 2.5

The structure of this section is similar to that of Section 5.1 in Chapter 5.
In Proposition 6.1, we prove the converse implication “⇐” of (2.29). The direct
implications in (2.29) and (2.30) are demonstrated by Lemma 6.4. The remaining
assertions of Theorem 2.5 are incorporated into Lemma 6.5.

6.1.1. The crux of Theorem 2.5.

Proposition 6.1. Assume that limτ→0 F∗(τ,$) < ∞ and u is a positive so-
lution of (6.1) such that lim|x|→0 u(x)/Ψ+(x) = 0. Then, we have

(6.2) lim
|x|→0

u(x)
Ψ−(x)

∈ (0,∞).

This result resembles Proposition 5.1, although we proceed here quite differ-
ently. We list the main ingredients (Lemmas 6.2 and 6.3), then we use them to
complete the proof of Proposition 6.1, before we validate our auxiliary tools. The
first ingredient, Lemma 6.2, is the analogue of Lemma 5.2, though here the proof is
much simpler. The second one, Lemma 6.3, is an isotropy result comparable with
Theorem 2.1 in [22], which extends Vázquez–Véron’s isotropy theorems [41, 42]
to the potential case.

Lemma 6.2. Let limτ→0 F∗(τ,$) <∞. If u is a positive solution of (6.1) such
that lim|x|→0 u(x)/Ψ+(x) = 0, then

(6.3) 0 < lim inf
|x|→0

u(x)
Ψ−(x)

≤ lim sup
|x|→0

u(x)
Ψ−(x)

<∞.

59
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Notation. Let SN−1 := {x ∈ RN : |x| = 1} denote the standard (N − 1)-
dimensional unit sphere in RN . Let (r, σ) ∈ (0,∞)× SN−1 stand for the spherical
coordinates in RN \ {0}. By ū we denote the spherical average of u, that is

ū(r) =
1

|SN−1|

∫
SN−1

u(r, σ) dσ.

Lemma 6.3. Let b0 ∈ RVθ(0+) with θ > −2. Let r0 > 0 be small such that
Br0(0) ⊂ Ω and b0 is well defined on (0, r0). Assume that q > 1, as well as

(6.4)
h(t)
t

is increasing on (0,∞), lim
t→∞

th′(t)
h(t)

= q, lim
t→∞

th′′(t)
h′(t)

= q − 1 > 0.

Let u be a positive solution of (6.1) in Br0(0) \ {0} with b(x) = b0(|x|), that is

(6.5) −∆u−
(
N − 2

2

)2
u

|x|2
+ b0(|x|)h(u) = 0 in Br0(0) \ {0}.

If u satisfies the condition

(6.6) lim inf
r→0

r
N−2

2 +
√
N−1‖u(r, ·)− u(r)‖L2(SN−1) = 0,

then u(x)/Ψ±(x) admits a limit in [0,∞] as |x| tends to 0.

Proof of Proposition 6.1. We first assume that h also satisfies (6.4) in
Lemma 6.3 and there exists r0 > 0 such that b(x) = b0(|x|) for 0 < |x| ≤ r0. The
assertion of (6.2) follows from Lemmas 6.2 and 6.3. We next establish Proposi-
tion 6.1 without these extra hypotheses. Let ε ∈ (0, 1) be fixed and v∗ be given by
Lemma 4.12 with λ = (N − 2)2/4. Since v∗ satisfies (4.26) and (1.7) holds, we can
apply Proposition 6.1 to v∗. Hence, lim|x|→0 v∗(x)/Ψ−(x) ∈ (0,∞) and

(6.7) (1− ε) lim sup
|x|→0

u(x)
Ψ−(x)

≤ lim
|x|→0

v∗(x)
Ψ−(x)

≤ (1 + ε) lim inf
|x|→0

u(x)
Ψ−(x)

.

Thus we have lim|x|→0 u(x)/Ψ−(x) ∈ (0,∞), which finishes the proof. �

Proof of Lemma 6.2. Assume that u is a positive solution of (6.1) satisfying
lim|x|→0 u(x)/Ψ+(x) = 0. By Lemma A.9, we have lim sup|x|→0 u(x)/Ψ−(x) < ∞.
It remains to show that

(6.8) lim inf
|x|→0

u(x)
Ψ−(x)

> 0.

We use ideas similar to those in Lemma 5.2 pertaining to 0 < λ < (N − 2)2/4. But
the proof is now much simplified because we already know that lim|x|→0 u(x) =∞
(see Remark 5.3). Let C > 0 be a large constant such that (5.17) holds. Hence, as
in Step 4 of Lemma 5.2, we have u ≥ w∞ in B1(0) \ {0} for some positive radial
solution w∞ of (5.18), where λ = (N − 2)2/4. Since limr→0 w∞(r)/Ψ−(r) ∈ [0,∞),
we need only show that limr→0 w∞(r)/Ψ−(r) 6= 0. We see that (5.20) holds with
λ = (N − 2)2/4. If we were to assume that limr→0 w∞(r)/Ψ−(r) = 0, then by
Proposition 3.4(b), we would have that

(6.9) lim
τ→0

∫ $

τ

r
N−m(N−2)

2 +θLb(r)[w∞(r))]q−mLh(w∞(r)) log(1/r) dr =∞.

Since (5.19) holds with Ψ− instead of Φ−λ , (6.9) leads to limτ→0 F∗(τ,$) =∞. This
contradiction shows that limr→0 w∞(r)/Ψ−(r) ∈ (0,∞), which proves (6.8). �
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Proof of Lemma 6.3. Let u be a positive solution of (6.5) satisfying (6.6).
Using the spherical average of u, we write

(6.10)
u(r, σ)
Ψ±(r)

=
ū(r)

Ψ±(r)
+
u(r, σ)− ū(r)

Ψ±(r)
.

The idea is to show that the first term in the right-hand side of (6.10) admits a
limit in [0,∞] as r → 0 (see Step 1 below), while the second term in the right-hand
side of (6.10) converges to zero uniformly with respect to σ ∈ SN−1 (see Step 3).
Our argument is divided into three steps.

Step 1. The ratio ū(r)/Ψ±(r) admits a limit in [0,∞] as r → 0+.

Let (r, σ) ∈ (0,∞) × SN−1 denote the spherical coordinates of x ∈ RN \ {0}.
By averaging (6.5), we find

(6.11) −∆ū−
(
N − 2

2

)2
ū

|x|2
+ b0(r)h(u(r, σ)) = 0 in Br0(0) \ {0},

where h(u(r, σ)) denotes the spherical average of h(u(r, σ)). From Remark 5.3, we
have lim|x|→0 u(x) = ∞. By (6.4), we see that h is convex on [t1,∞) with t1 > 0
sufficiently large. Thus we infer that h(u) ≥ h(ū) for r ∈ (0, r1), where r1 > 0 is
chosen suitably small such that u(x) ≥ t1 for every x ∈ RN with 0 < |x| ≤ r1.
Using (6.11), we have

(6.12) −∆ū−
(
N − 2

2

)2
ū

|x|2
+ b0(|x|)h(ū) ≤ 0 in Br1(0) \ {0}.

From (6.12) we conclude Step 1 by contradiction proceeding as in Step 2 in the
proof of Lemma 5.2 with regard to v∞(r)/Φ−λ (r) admitting a limit as r → 0.

Step 2. We prove that lim supr→0 r
N−2

2 −
√
N−1‖u(r, ·)− ū(r)‖L2(SN−1) <∞.

We proceed similarly to Lemma 2.1 in Guerch and Véron [22]. We write

y(s, σ) = r(N−2)/2u(r, σ) with s = log(1/r) for r ∈ (0, r∗].

Here r∗ > 0 is small such that r∗ < min{1, r0}. Hence, y satisfies the equation

(6.13)
∂2y

∂s2
+ ∆SN−1y = e−(2+N)s/2b0(e−s)h(e(N−2)s/2y)

for (s, σ) ∈ [logR∗,∞)× SN−1, where R∗ = 1/r∗ and ∆SN−1 denotes the Laplace–
Beltrami operator on SN−1. Let ȳ and h(e(N−2)s/2y), respectively denote the spher-
ical average of y and h(e(N−2)s/2y) on SN−1, respectively. For every s ∈ [logR∗,∞),
we define

(6.14) E(s) := ‖y(s, σ)− ȳ(s)‖L2(SN−1) =
(∫

SN−1
|y(s, σ)− ȳ(s)|2 dσ

)1/2

.

The assertion of Step 2 means that there exists a positive constant C > 0 such that

(6.15) E(s) ≤ Ce−s
√
N−1 on [logR∗,∞).

To achieve (6.15), we want to prove that

(6.16) E′′(s)− (N − 1)E(s) ≥ 0 for any s ∈ [logR∗,∞).
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By averaging (6.13), we obtain that

(6.17)
∂2ȳ

∂s2
= e−(2+N)s/2b0(e−s)h(e(N−2)s/2y) for s ∈ [logR∗,∞).

Since h is non-decreasing (from (6.4)) and
∫

SN−1(y − ȳ) dσ = 0, we infer that

(6.18)

∫
SN−1

(y − ȳ)
[
h(e(N−2)s/2y)− h(e(N−2)s/2y)

]
dσ

=
∫

SN−1
(y − ȳ)

[
h(e(N−2)s/2y)− h(e(N−2)s/2y)

]
dσ ≥ 0.

We multiply (6.13) and (6.17) by (y− ȳ), then integrate over SN−1 with respect to
σ. By subtracting the equations obtained in this way and using (6.18), we have

(6.19)
∫

SN−1
(y − ȳ)

∂2(y − ȳ)
∂s2

dσ +
∫

SN−1
(y − ȳ)∆SN−1y dσ ≥ 0.

We now recall that (N − 1) is the first eigenvalue of the Laplace–Beltrami operator
∆SN−1 on SN−1. So, we have

(6.20) −
∫

SN−1
(y − ȳ)∆SN−1y dσ ≥ (N − 1)

∫
SN−1

(y − ȳ)2 dσ.

From (6.19) and (6.20), it follows that

(6.21)
∫

SN−1
(y − ȳ)

∂2(y − ȳ)
∂s2

dσ − (N − 1)
∫

SN−1
(y − ȳ)2 dσ ≥ 0.

Using (6.14), we observe that [E′(s)]2 is bounded above by
∫

SN−1

[
∂
∂s (y − ȳ)

]2
dσ

and the following identity holds

(6.22) [E′(s)]2 +E(s)E′′(s) =
∫

SN−1

[
∂

∂s
(y − ȳ)

]2

dσ+
∫

SN−1
(y− ȳ)

∂2

∂s2
(y− ȳ) dσ.

Hence, the second integral in the right-hand side of (6.22) is bounded above by
E(s)E′′(s). So, using (6.21), we conclude the proof of (6.16). Let C > 0 be large
enough such that E(logR∗) ≤ C(R∗)−

√
N−1. For any ε > 0, we define

(6.23) Qε(s) := εes
√
N−1 + Ce−s

√
N−1 for s ∈ [logR∗,∞).

Clearly, Qε verifies the following equation

(6.24) Q′′ε (s)− (N − 1)Qε(s) = 0 for s ∈ [logR∗,∞).

If u satisfies (6.6), then there exists a sequence (sn)n≥1 such that sn →∞ as n→∞
and limn→∞ e−sn

√
N−1E(sn) = 0. Hence, there exists a large positive integer nε

such that E(sn) ≤ εesn
√
N−1 for every n ≥ nε. Consequently, E(s) ≤ Qε(s) for all

s = sn with n ≥ nε and also for s = logR∗ (from the choice of C and (6.23)). In
view of (6.16) and (6.24), we can apply the comparison principle on each interval
[logR∗, sn] with n ≥ nε. Hence, E(s) ≤ Qε(s) for every s ∈ [logR∗,∞). Since
ε > 0 is arbitrary, by letting ε→ 0, we conclude the proof of (6.15).

Step 3. We show that lim supr→0+ r
N−2

2 −
√
N−1‖u(r, ·)− ū(r)‖L∞(SN−1) <∞.

By defining Y (s, σ) := y(s, σ)− ȳ(s), the claim of Step 3 can be restated as

(6.25) lim sup
s→∞

es
√
N−1‖Y (s, ·)‖L∞(SN−1) <∞.
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From (6.13) and (6.17), we see that Y satisfies the equation

(6.26)
∂2Y

∂s2
+ ∆SN−1Y = F on [logR∗,∞)× SN−1,

where F is defined by

(6.27) F := e−(2+N)s/2b0(e−s)
[
h(e(N−2)s/2y)− h(e(N−2)s/2y)

]
.

We apply Remark 6.6 in [43] to the functions Y and F defined above. We have∫
SN−1

Y (s, σ) dσ =
∫

SN−1
F (s, σ) dσ = 0 for every s ≥ logR∗.

In the preceding Step 2, we proved that

lim sup
s→∞

es
√
N−1‖Y (s, ·)‖L2(SN−1) <∞.

Thus to complete Step 3, we need to show for some constant c > 0, we have

(6.28) ‖F (s, ·)‖Lp(SN−1) ≤ c‖Y (s, ·)‖Lp(SN−1) for every s ≥ logR∗ and all p ≥ 2.

Revisiting Step 1, we see that h′(t) is increasing for t ≥ t1 and e(N−2)s/2y(s, σ) ≥ t1
for every (s, σ) ∈ [logR∗,∞)× SN−1. Since u is a solution of (6.5) and ū is a sub-
solution of (6.5), we can apply Lemma 4.1 with b(x) = b0(|x|). Hence, there exists
a positive constant C∗ such that |x|2b0(|x|)h′(u) and |x|2b0(|x|)h′(ū) are bounded
above by C∗ for every 0 < |x| ≤ r∗. Using that u(r, σ) = e(N−2)s/2y(s, σ) with
r = e−s and the mean value theorem, we obtain that

(6.29) e−
(2+N)s

2 b0(e−s)
∣∣∣h(e

(N−2)s
2 y)− h(e

(N−2)s
2 ȳ)

∣∣∣ ≤ C∗|y − ȳ| = C∗|Y (s, σ)|,

for every (s, σ) ∈ [logR∗,∞)× SN−1. On the other hand, we have

(6.30)

∣∣∣h(e(N−2)s/2y)− h(e(N−2)s/2y)
∣∣∣ ≤ ∣∣∣h(e(N−2)s/2y)− h(e(N−2)s/2ȳ)

∣∣∣
+
∣∣∣h(e(N−2)s/2ȳ)− h(e(N−2)s/2y)

∣∣∣ ,
where the second term in the right-hand side of (6.30) is bounded above by

1
|SN−1|

∫
SN−1

∣∣∣h(e(N−2)s/2y)− h(e(N−2)s/2ȳ)
∣∣∣ dσ.

Multiplying (6.30) by e−(2+N)s/2b0(e−s) and using (6.29), we infer that

(6.31) |F (s, σ)| ≤ C∗
[
|Y (s, σ)|+ 1

|SN−1|

∫
SN−1

|Y (s, σ)| dσ
]

for every (s, σ) ∈ [logR∗,∞) × SN−1, where F is defined by (6.27). From (6.31),
we conclude (6.28). This completes the proof of Step 3. �

6.1.2. Proof of Theorem 2.5 completed.

Lemma 6.4. If (6.1) admits positive solutions such that

(6.32) lim
|x|→0

u(x)
Ψ−(x)

∈ (0,∞) and lim
|x|→0

u(x)
Ψ+(x)

∈ (0,∞), respectively

then we have

(6.33) lim
τ→0
F∗(τ,$) <∞ and lim

τ→0
F∗(τ,$) <∞, respectively.
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Proof. We assume that (6.1) possesses a positive solution u such that the first
limit in (6.32) holds. We prove that (6.33) holds, that is limτ→0 F∗(τ,$) < ∞.
Since lim|x|→0 Ψ−(x) =∞, from (1.5) and the assumption in (6.32), we have

b(x)h(u) ∼ |x|θLb(|x|)Lh(Ψ−(x))uq as |x| → 0.

This fact and an argument similar to Lemma 4.12 in Chapter 4 show that for some
δ > 0, we can construct a positive solution V of

(6.34) −∆V − λ V

|x|2
+ |x|θ Lb(|x|)Lh(Ψ−(x))V q = 0 in Bδ(0) \ {0}

such that u/2 ≤ V ≤ 2u in Bδ(0) \ {0}. In (6.34) we have λ = (N − 2)2/4.
Proceeding as in Step 2 in the proof of Lemma 5.2 (replacing (5.4) by (6.34)),
we can find a positive radial solution V∞ of (6.34) such that V∞(|x|) ≤ V (x) for
0 < |x| < δ. Moreover, using the Harnack-type inequality in Lemma 4.4, we also
obtain that V∞(|x|) ≥ κV (x) for some positive constant κ with κ < 1. Therefore,
V∞ satisfies

κ

2
u(x) ≤ V∞(|x|) ≤ 2u(x) for 0 < |x| < δ.

Since V∞ is a positive radial solution of (6.34) and lim|x|→0 u(x)/Ψ−(x) ∈ (0,∞), we
obtain that limr→0 V∞(r)/Ψ−(r) ∈ (0,∞) (see a similar argument for v∞(r)/Φ−λ (r)
in Step 2 of Lemma 5.2). We conclude that limτ→0 F∗(τ,$) < ∞ by applying
Proposition 3.4(b) for V∞ with b0(r) = rθ Lb(r)Lh(Ψ−(r)).

To show that lim|x|→0 u(x)/Ψ+(x) ∈ (0,∞) implies that limτ→0 F∗(τ,$) <∞,
we can proceed in exactly the same manner as above working with Ψ+ instead of
Ψ− and using Proposition 3.4(a) with b0(r) = rθ Lb(r)Lh(Ψ+(r)). �

Lemma 6.5. Assume that h(t)/t is increasing on (0,∞) and ϑ ∈ C1(∂B1(0))
is a non-negative function.

(a) If limτ→0 F∗(τ,$) <∞ and γ is any positive number, then

(6.35)


−∆u− (N − 2)2

4
u

|x|2
+ b(x)h(u) = 0 in B∗ := B1(0) \ {0},

lim
|x|→0

u(x)/Ψ+(x) = γ, u = ϑ on ∂B1(0),

u > 0 in B∗,

has a unique solution uγ , which is in C1,α
loc (B∗) for some α ∈ (0, 1). The same

assertion holds for γ =∞ if we are in either of the three cases of Theorem 2.7(C).
(b) If ϑ is a non-trivial function, then (6.35) with γ = 0 admits C1,α

loc (B∗)–
solutions for some α ∈ (0, 1).

Proof. (a) In the proof of Lemma 5.6, we replace λ and Φ±λ , respectively by
(N − 2)2/4 and Ψ±, respectively. The existence and uniqueness of the solution u∗
for the new problem (5.45) follows from Proposition 3.4(c) and Lemma A.9. The
rest of the argument is the same and thus is left to the reader.

(b) We prove the existence of C1,α
loc (Ω∗)–solutions of (6.35) with γ = 0 as in

Lemma 5.7. We need only replace λ and Φ±λ by (N−2)2/4 and Ψ±, respectively. �
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6.2. Proof of Theorems 2.6

Theorem 2.6(a) is proved by Proposition 6.1 and Lemma 6.6(i).

Lemma 6.6. Assume that (2.31) is satisfied when q = q∗ in (1.5).
(i) If limτ→0 F∗(τ,$) =∞, then every positive solution u of (6.1) satisfies

(6.36) lim
|x|→0

u(x)
Ψ+(x)

= 0.

(ii) If limτ→0 F∗(τ,$) =∞, then every positive solution u of (6.1) satisfies

(6.37) lim
|x|→0

u(x)
Ψ−(x)

= 0.

Moreover, all positive solutions of (6.1) are asymptotic as |x| → 0.

Remark 6.7. As observed in Chapter 2, when q 6= q∗, then

lim
τ→0
F∗(τ,$) =∞ ( lim

τ→0
F∗(τ,$) =∞) if and only if q > q∗.

In the case q > q∗, we conclude that lim|x|→0 u(x)/Ψ±(x) = 0 from Corollary 4.3
since Ψ± ∈ RV(2−N)/2(0+) and (2−N)/2 < −(θ+2)/(q−1). However, Corollary 4.3
is not useful for the critical case q = q∗, as shown, for example, by h(t) = tq and
Lb(r) ∼ [log(1/r)]α as r → 0:

• If −1− q ≤ α < 1− q, then limτ→0 F∗(τ,$) =∞ and (2.31) holds, but

lim
r→0
K(r)/Ψ+(r) = lim

r→0
[log(1/r)]−1−α/(q−1) =∞.

• If −2 ≤ α < 0, then limτ→0 F∗(τ,$) =∞ and (2.31) holds, but

lim
r→0
K(r)/Ψ−(r) = lim

r→0
[log(1/r)]−α/(q−1) =∞.

Proof. Let u be an arbitrary positive solution of (6.1). To prove (6.36) or
(6.37), we could consider only q = q∗, but our proof works for q ≥ q∗.

Proof of (i). We assume that limτ→0 F∗(τ,$) = ∞. By Corollary 4.5 (see
also Remark 4.6), the proof of (6.36) reduces to showing that

lim inf
|x|→0

u(x)
Ψ+(x)

= 0.

We proceed similarly to Lemma 5.8, where we replace λ, p and Φ+
λ by (N − 2)2/4,

(N − 2)/2 and Ψ+, respectively. Suppose by contradiction that

(6.38) lim inf
|x|→0

u(x)
Ψ+(x)

6= 0.

We choose m such that

(6.39) q − 2(θ + 2)/(N − 2) < m < q.

Note that m > 1 (since q ≥ q∗). As before, we define χ(t) = tq−mLh(t), which
satisfies (5.54). We regain (5.52) and (5.55) with Ψ+ instead of Φ+

λ . We now denote

b0(r) := c1r
θLb(r)χ(Ψ+(r)),

which is regularly varying at 0 with index θ − (N − 2)(q −m)/2 greater than −2
from (6.39). As in Lemma 5.8, we obtain a positive solution U∞ of

(6.40) −U ′′(r)− N − 1
r

U ′(r)− (N − 2)2

4
U(r)
r2

+ b0(r)[U(r)]m = 0 for 0 < r < 1,
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such that u ≤ U∞ in B1(0) \ {0}. Using limτ→0 F∗(τ,$) =∞, we find that

(6.41) lim
τ→0

∫ $

τ

r
N−m(N−2)

2 [log(1/r)]m b0(r) dr =∞.

Replacing q by m in both (3.17) and limτ→0 F1(τ,$) =∞ (with F1(τ,$) given by
(3.12)), we arrive at (2.31) and (6.41). Thus, by Proposition 3.4(e2) applied to U∞,
we find that limr→0 U∞(r)/Ψ+(r) = 0. Hence, lim|x|→0 u(x)/Ψ+(x) = 0, which is
a contradiction with our assumption (6.38). This proves the assertion of (i).

Proof of (ii). We now assume that limτ→0 F∗(τ,$) = ∞. We first prove
(6.37). From (i), we have (6.36). By the comparison principle (Lemma A.9), it
follows that lim sup|x|→0 u(x)/Ψ−(x) <∞. We assume by contradiction that

(6.42) lim inf
|x|→0

u(x)
Ψ−(x)

> 0.

Using the previous argument with Ψ− instead of Ψ+, we conclude that u ≤ U∞ in
B1(0) \ {0}, where U∞ is a positive solution of (6.40) and b0 is given by

b0(r) := c1r
θLb(r)χ(Ψ−(r)) for r ∈ (0, 1].

From limτ→0 F∗(τ,$) =∞, we check easily that

(6.43) lim
τ→0

∫ $

τ

r
N−m(N−2)

2 b0(r) log(1/r) dr =∞,

which corresponds to limτ→0 F2(τ,$) =∞ in which q is replaced by m (see (3.12)
for the definition of F2(τ,$)). We want to prove that

(6.44) lim
r→0

U∞(r)
Ψ+(r)

= 0.

Note that we cannot apply Proposition 3.4(e2) to the solution U∞ of (6.40) without
the monotonicity requirement corresponding to (3.17) in which q is replaced by m.
However, we do not need such an hypothesis. Since (6.36) holds, it is enough to
prove that U∞ ≤ Ku in B∗ := B1(0) \ {0} for some large constant K > 1. Let
n ≥ 2 and An be defined as in (5.5). We recall (from the proof of Lemma 5.8)
that Un → U∞ in C1

loc(B∗) as n→∞, where we denote by Un the unique positive
solution of the boundary value problem

(6.45)


−∆U − (N − 2)2

4
U

|x|2
+ b0(|x|)Um = 0 in An,

U(x) = max
|y|=|x|

u(y) for |x| = 1/n and |x| = 1.

By the Harnack inequality (Lemma 4.4), there exists a constant K > 1 such that

max
|x|=r

u(x) ≤ K min
|x|=r

u(x) for every r ∈ (0, 1].

Using (5.54), lim|x|→0 u(x) =∞ and lim sup|x|→0 u(x)/Ψ−(x) <∞, we find that

h(u(x))
[u(x)]m

≤ Cχ(Ψ−(x)) for 0 < |x| ≤ 1,

where C > 0 is a constant. This, jointly with b(x) ∼ |x|θLb(|x|) as |x| → 0, ensures
that we can increase K such that

b0(|x|)Km−1um ≥ b(x)h(u) for 0 < |x| ≤ 1.
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This yields that Ku is a super-solution of (6.45). Hence, using Lemma A.9 we find
that Un ≤ Ku in An for every n ≥ 2. Consequently, U∞ ≤ Ku in B∗, proving
(6.44). We now apply Proposition 3.4(b) to the solution U∞ of (6.40) to conclude
that limr→0 U∞(r)/Ψ−(r) = 0. This leads to a contradiction with our assumption
(6.42). This proves (6.37) for every positive solution u of (6.1).

Finally, we show that all positive solutions of (6.1) are asymptotic at zero. We
follow an argument comparable to that in Step 2 of Lemma 5.10, where we replace
λ by (N − 2)2/4. So, we need to prove that all positive solutions of

(6.46) −v′′(r)− N − 1
r

v′(r)− (N − 2)2

4
v(r)
r2

+ rθLb(r) h̃(v) = 0 for 0 < r < 1

are asymptotic as r → 0. Now instead of (5.64), we apply the change of variable

(6.47) y(s) = v(r)/Ψ−(r) = r
N−2

2 v(r) with s = log(1/r).

The philosophy of the proof remains the same, though the various equations in the
proof of Lemma 5.10 change due to (6.47). Instead of (5.65), we have that y(s)
satisfies the differential equation

(6.48) y′′(s) = ϕ(s) h̃(e
(N−2)s

2 y(s)) for s > 0, where ϕ(s) := e−(θ+N+2
2 )s Lb(e−s).

Let y1 and y2 be two positive solutions of (6.48). If these solutions coincide at
some point s0 > 0, then y1(s) = y2(s) for any s ∈ [s0,∞). This follows as before
because y′′(s) > 0 for s > 0 and lims→∞ y(s) = 0 (from the first part that we
proved in Lemma 6.6(ii)). Hence, without loss of generality, we need only show
that y1(s) ∼ y2(s) as s → ∞ in the case y1(s) < y2(s) on some interval [s0,∞)
with s0 > 0 large. Defining z(t) = y1(s)/y2(s) for t as in (5.68), we find that

(6.49)
d2z

dt2
= ϕ(s)[y2(s)]3

[
h̃(e

(N−2)s
2 y2(s)z(t))− z(t) h̃(e

(N−2)s
2 y2(s))

]
.

From (6.49), we conclude that limt→∞ z(t) = β for some β ∈ (0, 1]. Since

vi(r) = e
(N−2)s

2 yi(s)

are solutions of (6.46), by Remark 5.3 we have limr→0 vi(r) =∞ for i = 1, 2. In view
of limr→0 v1(r)/v2(r) = β, from (6.48), we recover (5.71). Hence, by L’Hôpital’s
rule, we find that β = 1, completing the proof of Lemma 6.6. �

To end the proof of Theorem 2.6(b), we use Lemma 6.6(ii) and Lemma A.13,
together with the next result.

Lemma 6.8. Let q = q∗ in (1.5). Assume that limτ→0 F∗(τ,$) =∞ and (2.31)
is verified. Let u be an arbitrary positive solution of (6.1).

(i) If (1.12) holds, then α1 + α2 ≥ −2 and u satisfies (2.32).
(ii) If (1.12)(a) and (1.16)(a) are verified, then u satisfies (2.33).
(iii) If (1.12)(b) holds, jointly with (1.16)(c) such that S is regularly varying

at ∞ with index η, then we have (2.34).

Proof. From the proof of Lemma 6.6(ii), we know that every positive solution
u of (6.1) is asymptotically equivalent to any positive solution v of (6.46). We apply
(6.47) and arrive at (6.48). Since h̃(t) = tqLh(t) and q = q∗, we have

(6.50) y′′(s) = Lb(e−s)Lh(e(N−2)s/2y(s)) [y(s)]q for s > 0.
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In fact, all positive solutions of (6.50) are asymptotically equivalent at ∞ to any
positive C2–function Y(s) satisfying

(6.51) Y ′′(s) ∼ Lb(e−s)Lh(e(N−2)s/2Y(s)) [Y(s)]q as s→∞.
Hence, for every positive solution u of (6.1), we have

(6.52)
u(x)

Ψ−(x)
∼ Y(log(1/|x|)) as |x| → 0 for any Y as in (6.51).

We use this fact to obtain each of the asymptotic behaviour specified by Lemma 6.8.
Proof of (i). The assumption (1.12) implies that

(6.53) φ(t) := Lb(e−t)Lh(e(N−2)t/2)

is regularly varying at ∞ with index α1 + α2. By Remark A.3, there exists a C1–
function φ̂ such that φ̂(t) ∼ φ(t) and tφ̂′(t) ∼ (α1 + α2)φ̂(t) as t → ∞. By the
definition of F∗(τ,$) in (2.25) with q = q∗, we have

(6.54) F∗(e−t, $) =
∫ t

log(1/$)

ξ φ(ξ) dξ for large t > 0.

Since t 7−→ t φ(t) belongs to RVα1+α2+1(∞) and limt→∞ F∗(e−t, $) =∞, we must
have α1 + α2 ≥ −2. We now define Y(t) for large t > 0 as follows

(6.55) Y(t) :=

[
(q − 1)2

q + α1 + α2 + 1

∫ t

log(1/$)

ξ φ̂(ξ) dξ

]−1/(q−1)

.

In view of (6.52) and (6.54), we conclude (2.32) by showing that Y satisfies (6.51).
Clearly, logY(t) is slowly varying at ∞ so that limt→∞(1/t) logY(t) = 0. Hence,
from (1.12)(a), we deduce that

(6.56) Lh(e(N−2)t/2Y(t)) ∼ Lh(e(N−2)t/2) as t→∞.
By Karamata’s Theorem in Appendix A, we have

t2φ̂(t) ∼ (α1 + α2 + 2)
∫ t

log(1/$)

ξ φ̂(ξ) dξ as t→∞.

Using the properties of φ̂ and a simple calculation, we find that

(6.57) Y ′′(t) ∼ φ(t)[Y(t)]q as t→∞.
This, jointly with (6.56) and (6.53), proves (6.51). Hence, u satisfies (2.32).

Proof of (ii). By the assumption (1.12)(a), t 7−→ Lh(e(N−2)t/2) is regularly
varying at ∞ with real index α1. By Remark A.3, there exists a C1-function ζ
belonging to RVα1(∞) such that

(6.58) tζ ′(t)/ζ(t)→ α1 as t→∞ and ζ(t) ∼ Lh(e(N−2)t/2) as t→∞.
We fix c > 0 sufficiently large and for any t > c, we define

(6.59) Y(t) :=
[
(q − 1)2

∫ t

c

S(ξ) Λ(ξ) ζ(ξ) dξ
]−1/(q−1)

.

Here, Λ is the function which appears in the hypothesis (1.16)(a). Let φ be given
by (6.53). From the properties of Λ and ζ, we find

(6.60)
∫ t

c

S(ξ) Λ(ξ) ζ(ξ) dξ ∼ [S(t)]2Λ(t) ζ(t) ∼ [S(t)]2φ(t) as t→∞.
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Hence, to conclude the assertion of (ii), it is enough to show that Y in (6.59) satisfies
(6.51). Clearly, we have

lim
t→∞

(1/t) logS(t) = lim
t→∞

(1/t) log Λ(t) = lim
t→∞

(1/t) log ζ(t) = 0.

Thus, using (6.59) and (6.60), we find that limt→∞(1/t) logY(t) = 0 so that we
recover (6.56). A simple calculation shows that

Y ′′(t) ∼ Λ(t) ζ(t)[Y(t)]q as t→∞.
Using (6.58) and (1.16)(a), we regain (6.57). This concludes the proof of (6.51).

Proof of (iii). We shall use an idea similar to Lemma 5.11(iii). Since (1.16)(c)
holds and S ∈ RVη(∞), there exists a C1 function Ŝ such that Ŝ(t) ∼ S(t) as t→∞
and limt→∞ tŜ′(t)/Ŝ(t) = η. We can assume that limt→∞ tS′(t)/S(t) = η, since we
could use Ŝ instead of S in our argument. We define

(6.61) V (r) := f−1

(
[(N − 2)/2]2−2η(q − 1)−2

J (r) [S(log(1/r))]2

)
for r > 0 small.

To prove (2.34), it suffices to show that u(x) ∼ V (|x|) as |x| → 0. Since f(t) =
tq−1Lh(t), we have V (r) := Ψ−(r)Z(r) with Z(r) defined by

(6.62) Z(r) :=
{

(q − 1)2[(N − 2)/2]2η−2 Lb(r)Lh(V (r)) [S(log(1/r))]2
}− 1

q−1 .

In light of (6.52), we conclude the proof of (2.34) by constructing a C2 function Y
which satisfies (6.51) and

(6.63) Y(t) ∼ Z(e−t) as t→∞.
Since q = q∗, it follows that r 7−→ V (r) is regularly varying at 0 with index
−(N − 2)/2. By Remark A.3, there exists a C1–function V̂ such that

(6.64) V̂ (r) ∼ V (r) and rV̂ ′(r)/V̂ (r) ∼ −(N − 2)/2 as r → 0.

We fix c > 0 large enough. Using V̂ , we now introduce Y(t) for any t > c as follows

(6.65) Y(t) :=

{
(q − 1)2

(
N − 2

2

)η−1 ∫ t

c

Lb(e−ξ)Λ(log V̂ (e−ξ))S(ξ) dξ

}− 1
q−1

.

Using that Lh is slowly varying at ∞ and (1.16)(c) holds, we obtain that

(6.66) Lh(V (e−t)) ∼ Lh(V̂ (e−t)) ∼ Λ(log V̂ (e−t)) as t→∞.

From (6.64), we have log V̂ (e−t) ∼ [(N − 2)/2] t as t → ∞. Recall that t 7−→ S(t)
and t 7−→ Lb(e−t) are regularly varying at ∞ with index η and α2, respectively.
Since Λ is Γ-varying at ∞ with auxiliary function S, we have

(6.67) lim
t→∞

∫ t
c
Lb(e−ξ)Λ(log V̂ (e−ξ))S(ξ) dξ

Lb(e−t)Λ(log V̂ (e−t))[S(t)]2
=
(
N − 2

2

)η−1

.

By (6.66) and (6.67), we conclude (6.63) (see (6.62) and (6.65)). Thus, we have
V (e−t) ∼ e(N−2)t/2Y(t) as t→∞, since V (r) = Ψ−(r)Z(r). Hence, (6.66) yields

(6.68) Λ(log V̂ (e−t)) ∼ Lh(e(N−2)t/2Y(t)) as t→∞.
From (6.67) and the definition of Y in (6.65), we find that

(6.69) Y ′′(t) ∼ Lb(e−t) Λ(log V̂ (e−t)) [Y(t)]q as t→∞.
Using (6.68) in (6.69), we conclude (6.51). This ends the proof of Lemma 6.8. �
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6.3. Proof of Theorem 2.7

We assume that (1.5) holds, λ = (N − 2)2/4 and limτ→0 F∗(τ,$) < ∞. Let
u be an arbitrary positive solution of (6.1). By Corollary 4.5, the behaviour of u
near zero falls into one of the cases:

(6.70) (A) lim
|x|→0

u(x)
Ψ+(x)

= 0; (B) lim sup
|x|→0

u(x)
Ψ+(x)

∈ (0,∞); (C) lim
|x|→0

u(x)
Ψ+(x)

=∞.

Case (A) of (6.70): By (2.27) and Proposition 6.1, we obtain that u(x)/Ψ−(x)
converges to some positive number as |x| → 0.

Case (B) of (6.70): We show that u(x)/Ψ+(x) has a limit as |x| → 0. This
claim follows immediately from Lemma 6.3 provided that h also satisfies (6.4) and
there exists r0 > 0 such that b(x) = b0(|x|) for every 0 < |x| ≤ r0. Without
these restriction, we fix ε ∈ (0, 1) and let v∗ be prescribed by Lemma 4.12 with
λ = (N − 2)2/4. We now can apply Proposition 6.1 to v∗. Therefore, we infer that
lim|x|→0 v∗(x)/Ψ+(x) ∈ (0,∞) and (6.7) holds with Ψ+ instead of Ψ−. This proves
that lim|x|→0 u(x)/Ψ+(x) ∈ (0,∞).

Case (C) of (6.70): The hypothesis limτ→0 F∗(τ,$) <∞ implies that q ≤ q∗.
We finish the proof by separating q < q∗ in (C1) from q = q∗ in (C2) and (C3).

(C1) If q < q∗, then limτ→0 F∗(τ,$) < ∞ is automatically satisfied. In this
case, we can conclude that u satisfies (1.10) by following the same ideas as in
the proof of Lemma 5.13, where λ and Φ+

λ are replaced by (N − 2)2/4 and Ψ+,
respectively. Therefore, we leave this task to the reader.

(C2) Let q = q∗. Assuming that (1.12) holds, as well as (2.36), we prove below
that u satisfies (2.37).

(C3) Let q = q∗. We shall prove that if (1.12)(a) holds, jointly with (1.16)(b),
then u satisfies (2.33).

In both (C2) and (C3), we assume that q = q∗ and (1.12)(a) holds. By
Lemma 4.12 and an argument similar to Lemma 5.14, it is enough to show the
assertions of (C2) and (C3) only for the positive solutions u of

(6.71)


u′′(r) +

N − 1
r

u′(r) +
(N − 2)2

4
u(r)
r2

= rθLb(r) h̃(u(r)) in (0, 1),

lim
r→0

u(r)
Ψ+(r)

=∞.

By applying Lemma 4.1 to (6.71), we find that log u(r) ∼ log Ψ+(r) as r → 0. Since
t 7−→ Lh(et) in (1.12)(a) is regularly varying at ∞ with index α1, we infer that

(6.72) Lh(u(r)) ∼ Lh(Ψ+(r)) ∼ [(N − 2)/2]α1Lh(1/r) as r → 0.

Thus, for (C2) and (C3), it follows that

h̃(u(r)) ∼ [(N − 2)/2]α1Lh(1/r) [u(r)]q as r → 0.

Taking b0(r) := [(N−2)/2]α1rθLb(r)Lh(1/r) in Remark 3.5, then using the change
of variable y(s) = r(N−2)/2u(r) with s = log(1/r), we conclude that

(6.73) u(r)/Ψ−(r) ∼ Y(log(1/r)) as r → 0
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for any positive C2–function Y satisfying Y(s)/s→∞ as s→∞ and

(6.74) Y ′′(s) ∼ [(N − 2)/2]α1Lh(es)Lb(e−s)[Y(s)]q as s→∞.
We point out that the monotonicity assumption needed to apply Proposition 3.4(d)
or (e) is satisfied because (2.36) holds for both (C2) and (C3).

Case (C2). The definition of F∗(τ,$) in (2.25) with q = q∗ yields that

(6.75) F∗(τ,$) =
∫ log(1/τ)

log(1/$)

ξqLh(ξe(N−2)ξ/2)Lb(e−ξ) dξ.

Since (1.12) holds, the integrand in (6.75) is a regularly varying function at∞ (in ξ)
with index q+α1 +α2. Hence, limτ→0 F∗(τ,$) <∞ yields that α1 +α2 + q ≤ −1.
From (1.12) and Remark A.3, there exists a C1–function φ such that

(6.76) φ(t) ∼ Lh(et)Lb(e−t) and tφ′(t) ∼ (α1 + α2)φ(t) as t→∞.
We define H(t) for large t > 0 as follows

(6.77) H(t) :=
(q − 1)2

−2− α1 − α2

(
N − 2

2

)α1 ∫ ∞
t

ξqφ(ξ) dξ.

Using (6.76), we see that H satisfies

tH′(t)
H(t)

∼ α1 + α2 + q + 1,
tH′′(t)
H′(t)

∼ α1 + α2 + q as t→∞.

Thus after a simple calculation, we find that Y(t) := t[H(t)]−1/(q−1) satisfies (6.74).
Since F∗(e−t) = limτ→0 F∗(τ, e−t), using (1.12) and (6.75)–(6.77), we arrive at

(6.78) Y(t) ∼ t
(

(q − 1)2

−2− α1 − α2
F∗(e−t)

)−1/(q−1)

as t→∞.

Hence, Y(t)/t → ∞ as t → ∞ since F∗(r) → 0 as r → 0. We now conclude (2.37)
based on (6.73) and (6.78).

Case (C3). Since (1.12)(a) holds, there exists a C1 function ζ as in the proof
of Lemma 6.8(ii) (see (6.58)). For t > 0 large, we define

(6.79) Y(t) =
[
(q − 1)2

∫ ∞
t

S(ξ)
Λ(ξ)

ζ(ξ) dξ
]−1/(q−1)

.

Using (6.58) and the properties of Λ appearing in (1.16)(b), we easily find that

(6.80)
∫ ∞
t

S(ξ)
Λ(ξ)

ζ(ξ) dξ ∼ [S(t)]2

Λ(t)
ζ(t) ∼

(
N − 2

2

)α1

[S(t)]2Lb(e−t)Lh(et)

as t→∞. From (6.79) and (6.80), we obtain that

(6.81) Y(t) ∼
{

(q − 1)2

(
N − 2

2

)α1

[S(t)]2Lb(e−t)Lh(et)
}− 1

q−1

as t→∞.

From (1.12)(a), we have logLh(et) ∼ α1 log t as t → ∞ so that logLh(et) and
logS(t) are dominated by log Λ(t) as t → ∞. Hence, logY(t) − log t → ∞ as
t→∞, which proves that Y(t)/t→∞ as t→∞. By a simple calculation, we find

Y ′′(t) ∼ ζ(t)
Λ(t)

[Y(t)]q as t→∞.

Using now (6.80), (6.58) and (1.16)(b), we obtain (6.74). From (6.73) and (6.81),
we conclude the proof of (2.33). This completes the proof of Theorem 2.7. �





CHAPTER 7

Illustration of our results

7.1. On a prototype model

We give below a complete classification of all the positive solutions of (1.3) on
the example of (1.15). For λ < (N − 2)2/4, we define p and ` as in (1.9), whereas
q∗ and q∗∗ are given by (1.11).

Corollary 7.1. Let 0 < λ < (N − 2)2/4. Assume that

(7.1)


h(t) ∼ tq(log t)α1 as t→∞ for some q > 1, α1 ∈ R,

b(x) ∼ |x|θ
(

log
1
|x|

)α2

as |x| → 0 for some θ > −2, α2 ∈ R.

Let u be any positive solution of (1.3).
(i) If 1 < q < q∗, then exactly one of the following occurs as |x| → 0:

(A) |x|pu(x) converges to a positive number;
(B) |x|N−2−pu(x) converges to a positive number;
(C) |x|N−2−pu(x)→∞ and, moreover, u satisfies (1.13), that is

(7.2) u(x) ∼

[
1
`

(
θ + 2
q − 1

)α1

|x|θ+2

(
log

1
|x|

)α1+α2
]− 1

q−1

as |x| → 0.

(ii) If q = q∗ and α1 + α2 < −1, then the conclusion of (i) above holds except
for (7.2), which is replaced by

u(x) ∼

[
(q − 1)(N − 2− p)α1

−(α1 + α2 + 1)(N − 2− 2p)

(
log

1
|x|

)α1+α2+1
] −1
q−1

|x|2−N+p as |x| → 0.

(iii) We have lim|x|→0 |x|pu(x) ∈ (0,∞) in any of the following three cases:
(a) q = q∗ and α1 + α2 ≥ −1;
(b) q∗ < q < q∗∗;
(c) q = q∗∗ and α1 + α2 < −1.

(iv) If q = q∗∗ and α1 + α2 = −1, then

u(x) ∼
[

(q − 1)pα1

N − 2− 2p
log
(

log
1
|x|

)]− 1
q−1

|x|−p as |x| → 0.

(v) If q = q∗∗ and α1 + α2 > −1, then

u(x) ∼

[
(q − 1)pα1

(α1 + α2 + 1)(N − 2− 2p)

(
log

1
|x|

)α1+α2+1
] −1
q−1

|x|−p as |x| → 0.

(vi) If q > q∗∗, then (7.2) applies for every α1, α2 ∈ R.

73
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Proof. The assertions of (i) and (ii) follow from Theorem 2.4. To obtain (7.2),
we also use Remark 1.5. We invoke Theorem 2.2 to conclude the claim of (iii). By
using Theorem 2.3(b) (respectively, Theorem 2.3(a)), we establish the asymptotics
stated in (iv) and (v) (respectively, (vi)). �

Remark 7.2. If in Corollary 7.1 we assume that −∞ < λ ≤ 0, then the
statements (i) and (ii) remain valid, while the conclusion of (iii) applies when

(a) q = q∗ and α1 + α2 ≥ −1; (b) for any q > q∗.

This change is justified by (2.10).

We next completely classify the positive solutions of (1.3) on the example in
(1.15) when λ = (N − 2)2/4. In this case, q∗ and ` are given by (2.26). Our
conclusions here are very different from those pertaining to λ < (N − 2)2/4.

Corollary 7.3. Let λ = (N − 2)2/4. Assume that (7.1) holds. Let u be any
positive solution of (1.3).

(i) If 1 < q < q∗, then exactly one of the following occurs as |x| → 0:
(A) lim|x|→0 |x|

N−2
2 u(x) ∈ (0,∞);

(B) lim|x|→0 u(x)|x|N−2
2 / log(1/|x|) ∈ (0,∞);

(C) (7.2) holds for all α1, α2 ∈ R.
(ii) If q = q∗ and α1 + α2 < −q − 1, then the conclusion of (i) remains valid

with the exception (7.2) in (i)(C) above, which must be replaced here by

(7.3) u(x) ∼ |x|−
N−2

2

 (q − 1)2
(
N−2

2

)α1
(

log 1
|x|

)α1+α2+2

(α1 + α2 + 2)(α1 + α2 + q + 1)


− 1
q−1

as |x| → 0.

(iii) If q = q∗ and −q− 1 ≤ α1 +α2 < −2, then lim|x|→0 |x|
N−2

2 u(x) ∈ (0,∞).
(iv) If q = q∗ and α1 + α2 = −2, then

u(x) ∼ |x|−
N−2

2

[
(q − 1)

(
N − 2

2

)α1

log
(

log
1
|x|

)]− 1
q−1

as |x| → 0.

(v) If q = q∗ and α1 + α2 > −2, then u satisfies (7.3).
(vi) If q > q∗, then for every α1, α2 ∈ R, we have (7.2).

Proof. For (i) and (ii), we use Theorem 2.7. The assertions of (iii) and (vi)
follow from Theorem 2.6(a) and Theorem 2.6(b1), respectively. We conclude (iv)
and (v) by applying Theorem 2.6(b2). �

Corollary 7.1, jointly with Remark 7.2, and Corollary 7.3 extend the classifica-
tion results for the power model

(7.4)

{
h(t) ∼ tq as t→∞ for q > 1,

b(x) ∼ |x|θ as |x| → 0 for θ > −2.

Corollary 7.4. Let −∞ < λ < (N − 2)2/4 and (7.4) hold. Let u be any
positive solution of (1.3).

(1) If 1 < q < q∗, then as |x| → 0, exactly one of the following holds:
(A) |x|pu(x) converges to a positive number;
(B) |x|N−2−pu(x) converges to a positive number;
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(C) |x|
θ+2
q−1u(x) converges to `

1
q−1 , where ` is defined by (1.9).

(2) If q ≥ q∗, then lim|x|→0 |x|pu(x) ∈ (0,∞) assuming any of the cases

(a) −∞ < λ ≤ 0; (b) λ > 0 and q < q∗∗.

(3) If λ > 0 and q = q∗∗, then we have

lim
|x|→0

[log(1/|x|)]1/(q−1) |x|pu(x) =
(
N − 2− 2p

q − 1

)1/(q−1)

.

(4) If λ > 0 and q > q∗∗, then |x|
θ+2
q−1u(x) converges to `

1
q−1 as |x| → 0.

Corollary 7.5. Let λ = (N − 2)2/4 and (7.4) hold. Let u be any positive
solution of (1.3).

(I) If 1 < q < q∗, then exactly one of the following holds as |x| → 0:
(a) |x|

N−2
2 u(x) converges to a positive number;

(b) |x|
N−2

2 u(x)/ log(1/|x|) converges to a positive number;
(c) |x|

θ+2
q−1u(x) converges to `

1
q−1 .

(II) If q = q∗, then |x|N−2
2 [log(1/|x|)]

2
q−1u(x)→

[
2(q+1)
(q−1)2

] 1
q−1

as |x| → 0;

(III) If q > q∗, then |x|
θ+2
q−1u(x) converges to `

1
q−1 as |x| → 0.

7.2. In other settings

In this section, we apply our results in various situations when hypothesis (1.16)
comes into play.

Corollary 7.6. Let −∞ < λ ≤ (N − 2)2/4 and (1.5) hold. Assume that
(1.12)(a) and (1.16)(a) are satisfied. Let u be any positive solution of (1.3).

(1) If λ 6= (N − 2)2/4 and 1 < q < q∗, then one of the following occurs:
(A) lim|x|→0 |x|pu(x) ∈ (0,∞);
(B) lim|x|→0 |x|N−2−pu(x) ∈ (0,∞);
(C) (1.10) holds.

(2) If λ ≤ 0 and q ≥ q∗, then lim|x|→0 |x|pu(x) ∈ (0,∞).
(3) If 0 < λ < (N − 2)2/4, then we have

(i) lim|x|→0 |x|pu(x) ∈ (0,∞) if q∗ ≤ q < q∗∗;
(ii) (2.19) holds if q = q∗∗;
(iii) (1.10) holds if q > q∗∗.

(4) If λ = (N − 2)2/4 and 1 < q < q∗, then one of the three cases occurs:
(A) lim|x|→0 |x|

N−2
2 u(x) ∈ (0,∞);

(B) lim|x|→0 |x|
N−2

2 u(x)/ log(1/|x|) ∈ (0,∞);
(C) (1.10) holds.

(5) If λ = (N − 2)2/4 and q ≥ q∗, then
(i) (2.33) holds for q = q∗;

(ii) (1.10) holds for q > q∗.

Proof. The first assertion follows from Theorem 2.4. Applying Theorem 2.2,
we deduce the claim of (2) and (3)(i). The statements of (3)(ii) and (3)(iii) are
proved by Theorem 2.3(b) and Theorem 2.3(a), respectively. We conclude the
claim of (4) based on Theorem 2.7. Finally, Theorem 2.6(b3) (respectively, Theo-
rem 2.6(b1)) proves the validity of the statement (5)(i) (respectively, (5)(ii)). �
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If in the settings of Corollary 7.6, we replace (1.16)(a) by (1.16)(b), we obtain.

Corollary 7.7. Let −∞ < λ ≤ (N − 2)2/4 and (1.5) hold. Assume that
(1.12)(a) and (1.16)(b) are satisfied. Let u be any positive solution of (1.3).

(I) If 0 < λ < (N − 2)2/4 and q = q∗∗, then lim|x|→0 |x|pu(x) ∈ (0,∞).
(II) If −∞ < λ < (N − 2)2/4 and q = q∗, then u satisfies one of the following

(A) lim|x|→0 |x|pu(x) ∈ (0,∞);
(B) lim|x|→0 |x|N−2−pu(x) ∈ (0,∞);
(C) (2.23) holds.

(III) If λ = (N − 2)2/4 and q = q∗, then exactly one of the following occurs
(A) lim|x|→0 |x|

N−2
2 u(x) ∈ (0,∞);

(B) lim|x|→0 |x|
N−2

2 u(x)/ log(1/|x|) ∈ (0,∞);
(C) (2.33) holds.

(IV) In the remaining non-critical situations, the conclusions of Corollary 7.6
remain valid.

Proof. For (I), we apply Theorem 2.2. The assertions of (II) and (III) follow
by applying Theorem 2.4 and Theorem 2.7, respectively. �

Corollary 7.8. Let −∞ < λ ≤ (N − 2)2/4 and (1.5) hold. Assume that
(1.12)(b) and (1.16)(c) are verified such that S is regularly varying at ∞ with index
η. Then for every positive solution u of (1.3), we have:

(I) If 0 < λ < (N − 2)2/4 and q = q∗∗, then u satisfies (2.17).
(II) If λ = (N − 2)2/4 and q = q∗, then (2.34) holds.

(III) In the remaining situations, the conclusions of Corollary 7.6 remain valid.

Proof. Using Theorem 2.3(d) and Theorem 2.6(b4), we obtain the assertion
of (I) and (II), respectively. For the remaining situations, we can proceed as in
Corollary 7.6. �

Remark 7.9. In Corollaries 7.6 and 7.7 (but not in Corollary 7.8) we can, in
fact, use (1.13) instead of (1.10) (whenever it appears) since (1.12)(a) is assumed
(see Remark 1.5 in Chapter 1).



APPENDIX A

Regular variation theory and related results

A.1. Properties of regularly varying functions

If R is a positive measurable function defined in a neighbourhood of infinity
and the limit limt→∞R(ξt)/R(t) exists in (0,∞) for every ξ > 0, then there exists
m ∈ R such that limt→∞R(ξt)/R(t) = ξm for every ξ > 0 (see [33]). Functions
with this property were first introduced by Karamata [24] and are called regularly
varying functions at∞ with indexm. The space of such functions will be denoted by
RVm(∞), where the subscript stands for the index of regular variation. A function
is called slowly varying at ∞ if it is regularly varying at ∞ with index zero. Note
that a function R is regularly varying at ∞ with index m if and only if R(t)/tm

is slowly varying at ∞. This means that for almost all intents and purposes, it is
enough to study the properties of slowly varying functions.

The theory of regular variation, which was later extended and developed by
many others, plays an important role in certain areas of probability theory such as
in the theory of domains of attraction and max-stable distributions.

For the reader’s convenience, we include here some basic properties of regularly
varying functions. For detailed accounts of the theory of regular variation, its
extensions and many of its applications, we refer to [33], [5] and [31].

Proposition A.1 (Representation Theorem). A function L is slowly varying
at ∞ if and only if

(A.1) L(t) = T (t) exp
{∫ t

t0

φ(ξ)
ξ

dξ

}
(t ≥ t0 > 0)

where φ ∈ C[t0,∞) satisfies limt→∞ φ(t) = 0 and T is measurable on [t0,∞) such
that limt→∞ T (t) := T̂ ∈ (0,∞).

Proposition A.2 (see Theorem 1.3.3 in [5]). Let L be slowly varying at ∞.
Then L(t) ∼ L1(t) as t → ∞, where L1 ∈ C∞[t0,∞) and h1(t) := logL1(et) has
the property

h
(n)
1 (t)→ 0 as t→∞ for n = 1, 2, . . . .

(Hence, L1 is slowly varying at ∞ with the representation

L1(t) = exp
(
c1 +

∫ t

t0

φ(ξ)
ξ

dξ

)
in which c1 = h1(log t0) and φ(ξ) = h′1(log ξ).)

Remark A.3. For any R ∈ RVm(∞), there exists a C1-function R̂ ∈ RVm(∞)
such that

(A.2) lim
t→∞

R̂(t)
R(t)

= 1 and lim
t→∞

tR̂′(t)
R̂(t)

= m.

77
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Proposition A.4 (Uniform Convergence Theorem). If L is slowly varying at
∞, then L(ξt)/L(t)→ 1 as t→∞, uniformly on each compact ξ-set in (0,∞).

Proposition A.5 (Properties of slowly varying functions). Assume that L is
slowly varying at ∞. The following hold:

(1) logL(t)/ log t converges to 0 as t→∞;
(2) For any j > 0, we have tjL(t)→∞ and t−jL(t)→ 0 as t→∞;
(3) (L(t))j varies slowly at ∞ for every j ∈ R;
(4) If L1 varies slowly at ∞, so does the product (respectively the sum) of L

and L1.

Proposition A.6 (Karamata’s Theorem). If R ∈ RVm(∞) is locally bounded
in [A,∞), then

(1) lim
t→∞

tj+1R(t)∫ t
A
ξjR(ξ) dξ

= j +m+ 1 for any j ≥ −(m+ 1);

(2) for any j < −(m+ 1) (and for j = −(m+ 1) if
∫∞

ξ−(m+1)R(ξ) dξ <∞)
we have

lim
t→∞

tj+1R(t)∫∞
t
ξjR(ξ) dξ

= −(j +m+ 1).

Notation. As in [31], let R← denote the (left continuous) inverse of a non-
decreasing function R on R, namely

R←(t) = inf{s : R(s) ≥ t}.

Proposition A.7 (see Proposition 0.8 in [31]). We have

(1) If R ∈ RVm(∞), then limt→∞ logR(t)/ log t = m.
(2) If R1 ∈ RVm1(∞) and R2 ∈ RVm2(∞) with limt→∞R2(t) =∞, then

R1 ◦ R2 ∈ RVm1m2(∞).

(3) Suppose R is non-decreasing, R(∞) = ∞, and R ∈ RVm(∞) with 0 <
m <∞. Then

R← ∈ RV1/m(∞).

We see next that any function R varying regularly at ∞ with positive index is
asymptotic to a monotone function.

Proposition A.8 (see Theorem 1.5.3 in [5]). Let R ∈ RVm(∞) and choose
t0 ≥ 0 so that R is locally bounded on [t0,∞). If m > 0, then we have

(a) R(t) := sup{R(s) : t0 ≤ s ≤ t} ∼ R(t) as t→∞;
(b) R(t) := inf{R(s) : s ≥ t} ∼ R(t) as t→∞.

A.2. Other results

We shall frequently use the following comparison principle, which follows from
Lemma 2.1 in [16].

Lemma A.9 (Comparison principle). Let N ≥ 3 and Ω be a smooth bounded
domain in RN with Ω ⊂ RN \{0}. Assume that g is continuous on (0,∞) such that
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g(t)/t is increasing for t > 0. Let λ be a real parameter. If u1 and u2 are positive
C1(Ω)-functions such that

(A.3)


−∆u1 −

λ

|x|2
u1 + g(u1) ≤ 0 ≤ −∆u2 −

λ

|x|2
u2 + g(u2) in D′(Ω),

lim sup
x→∂Ω

[u1(x)− u2(x)] ≤ 0,

then u1 ≤ u2 in Ω.

Since we do not require h(t)/t be increasing for t > 0, we give the following.

Lemma A.10. Let h be as in Assumption A in Chapter 1. We can construct
two functions h1 and h2 that are continuous on [0,∞), positive on (0,∞) with
h1(0) = h2(0) = 0 such that

(A.4)


h1(t) ≤ h(t) ≤ h2(t) for any t ≥ 0,

h1(t)
t

and
h2(t)
t

are both increasing for t > 0.

Proof. Let q > 1. To define h1, we set

g(t) = t(−q−1)/2h(t) for t > 0 and g∗(t) = inf
s≥t

g(s) for t > 0.

Hence, g∗ ≤ g on (0,∞) and g∗ is non-decreasing on (0,∞). Define h1 on [0,∞) by

(A.5) h1(t) = g∗(t)t(q+1)/2 for any t > 0 and h1(0) = 0.

Using the monotonicity of g∗ and q > 1, we infer that h1(t)/t = g∗(t)t(q−1)/2 is
increasing on (0,∞). Moreover, h1(t) ≤ h(t) for any t ≥ 0. We construct h2 on
[0,∞) as follows

(A.6) h2(t) = t

(
sup

0<s≤t

h(s)
s

+ t(q−1)/2

)
for any t > 0 and h2(0) = 0.

Since h(0) = 0 and h(t)/t is bounded for small t > 0, we see that h2 is well defined
and satisfies (A.4). �

Remark A.11. If, in addition, h ∈ RVq with q > 1, then by Proposition A.8,
h1 and h2 given by (A.5) and (A.6) satisfy lims→∞ hi(s)/h(s) = 1 for i = 1, 2.

Remark A.12. The functions f and J introduced in (1.8) satisfy:

(A.7)



lim
t→∞

h(t)
tf(t)

= 1, lim
t→∞

tf ′(t)
f(t)

= lim
t→∞

f ′(t)h(t)
f2(t)

= q − 1,

lim
t→∞

tf ′′(t)
f ′(t)

= q − 2, lim
t→∞

f(t)f ′′(t)
[f ′(t)]2

=
q − 2
q − 1

;

lim
|x|→0

J (|x|)
|x|2b(x)

= 1, lim
r→0

rJ ′(r)
J (r)

= θ + 2, lim
r→0

rJ ′′(r)
J ′(r)

= θ + 1.

Lemma A.13. Let −∞ < λ ≤ (N − 2)2/4. Assume that q > 1 and θ > −2.
Let K(r) and ` be given by (1.8) and (1.9), respectively. If ` > 0, then (5.59) is
satisfied by U(r) := `1/(q−1)K(r), which is defined for any small r > 0.

Proof. Since limr→0K(r) =∞ and h̃ ∈ RVq(∞), it remains to show that

(A.8) K′′(r) +
N − 1
r
K′(r) +

λ

r2
K(r) ∼ `rθLb(r) h̃(K(r)) as r → 0.
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From the definition of K in (1.8), we obtain that
K′(r) = −J

′(r)
J (r)

f(K(r))
f ′(K(r))

,

K′′(r) = K′(r)
(
J ′′(r)
J ′(r)

− f ′′(K(r))K′(r)
f ′(K(r))

− 2
J ′(r)
J (r)

)
for any small r > 0. As in (1.9), we set Θ := (θ + 2)/(q − 1). Using the properties
of f and J in (A.7), we find

(A.9)


K′(r) ∼ −Θ

K(r)
r

as r → 0,

K′′(r) ∼ Θ (1 + Θ)
K(r)
r2

as r → 0.

Using (1.8) and (A.7), we deduce that
K(r)

h̃(K(r))
∼ 1
f(K(r))

= J (r) = rθ+2Lb(r) as r → 0.

Hence, we have K(r)/r2 ∼ rθLb(r) h̃(K(r)) as r → 0, which jointly with (A.9),
proves the assertion of (A.8). This concludes the proof of Lemma A.13. �
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