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Abstract

As generative models become increasingly powerful and pervasive, the ability
to unlearn specific data, whether due to privacy concerns, legal requirements, or
the correction of harmful content, has become increasingly important. Unlike in
conventional training, where data are accumulated and knowledge is reinforced,
unlearning aims to selectively remove the influence of particular data points without
costly retraining from scratch. To be effective and reliable, such algorithms need
to achieve (i) forgetting of the undesired data, (ii) preservation of the quality of
the generation, (iii) preservation of the influence of the desired training data on
the model parameters, and (iv) small number of training steps. We propose fast
unlearning algorithms based on loss gradient orthogonalization. We show that our
algorithms are able to forget data while maintaining the fidelity of the original
model. Using MNIST and CelebA data, we demonstrate that our algorithms
achieve orders of magnitude faster unlearning times than their predecessors, such
as gradient surgery.

1 Introduction

Machine learning models are often trained on datasets that contain personal or sensitive information,
such as medical records, financial data, or social media activity [30, 39]. This reliance on personal
data introduces substantial privacy risks, especially when models can unintentionally memorize or
leak identifiable information; see [8] for an in-depth exploration of this issue in the context of large
language models (LLMs). Legal frameworks such as the General Data Protection Regulation (GDPR)
and related EU laws have been established to address these issues [1]. One of the central provisions
is the right to be forgotten (RTBF), which grants individuals the ability to request the deletion of their
personal data [24]. It is increasingly likely that this obligation will become a standard requirement for
machine learning services. Retraining large models from scratch each time such a request is received
is computationally infeasible since the training costs are substantial [5, 18]. Machine unlearning
refers to removal of the influence of specific data points from a trained model without requiring full
retraining. In the context of generative models this can be formalized as follows. Given a training
datasetD = Dr ⊔Df partitioned into retain and forget datasetsDr andDf , respectively, and a model
Mθ trained on D, the objective of unlearning is to update the model parameters θ in a way such that
P (sim(x,Df ) ≥ δ) ≤ ε where P denotes probability, x is a sample generated by the updated model,
sim is an appropriate similarity measure, and ε, δ are thresholds controlling the degree of forgetting.
For an unlearning algorithm to be effective, it should (i) prevent the model from generating data
resembling samples from Df , (ii) preserve the quality or fidelity of the generated samples, (iii) retain
the influence of Dr on the model parameters, and (iv) require only a small number of training steps.

A simple approach to machine unlearning is to reverse the model update steps by performing
gradient ascent on the loss computed over the forget dataset Df . However, this method is susceptible
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to catastrophic forgetting, where the model loses knowledge far beyond just the targeted forget
dataset [29, 28]. To mitigate this, several approaches combine gradient ascent on Df with gradient
descent on the retain dataset Dr [44]. The Gradient Difference (GDiff) method minimizes the
difference of losses evaluated on the retain and forget datasets. Balancing the opposing updates in
ascent-descent methods or weighing the loss terms properly in methods like GDiff is challenging
since the forget and retain datasets might have significant size disparity, and the risk of catastrophic
forgetting persists unless training hyperparameters such as the learning rate are finely tuned [6].
Recently, multi-task optimization (MTO) techniques [36, 45] have inspired several unlearning
algorithms. One such algorithm is gradient surgery [2] where gradient ascent is performed in a
direction that is orthogonal to the loss gradient computed over the retain dataset. While theoretically
sound, this method remains sensitive to the choice of hyperparameters and can suffer from catastrophic
forgetting without careful tuning, see Appendix 7 for an example.

In this work, we aim to advance the gradient surgery framework for unlearning in generative models.
Although our proposed algorithms are general-purpose and presented accordingly, we demonstrate
their effectiveness specifically using variational autoencoders (VAEs) [22, 34] for two widely used
benchmark image datasets MNIST [11] and CelebA [27].

Contributions

Our main contributions are as follows:

1. We propose two new unlearning algorithms that regularize the main loss function with an
additional term enforcing orthogonality between loss gradients computed over the retain
and forget datasets.

2. We compare our algorithms against prior approaches, including gradient surgery and gradient
ascent, evaluating both unlearning speed and the quality of generated samples. Our methods
achieve orders of magnitude faster unlearning than gradient surgery, while retaining the
influence of the desired training data unlike gradient ascent.

3. We explore unlearning in the presence of a classifier able to distinguish between the retain
and forget data and assess its impact on accelerating unlearning algorithms.

4. We provide implementations of both the proposed and baseline algorithms, along with the
experiment data, in this GitHub repository: https://github.com/pinakm9/forget.

2 Related work

Early foundational work by Koh and Liang [23] introduced influence functions as a principled
approach for quantifying the impact of removing individual training points from machine learning
models. Although influential, their technique is computationally demanding, limiting its scalability,
particularly for large-scale neural networks [3, 15]. To address these computational challenges, recent
studies have developed more efficient and scalable methodologies. For example, Schioppa et al. [35]
and Guo et al. [15] proposed efficient approximations of influence functions that significantly reduce
computational complexity. Further, innovative optimization-based frameworks such as SCRUB by
Kurmanji et al. [25] approximate data removal for classification models such as ResNet [16] using a
teacher-student distillation paradigm combined with checkpoint rewinding. Gradient-based methods
have emerged as an effective paradigm for machine unlearning. Golatkar et al. [13] approximate
the influence of individual data points on model parameters using the Fisher Information Matrix
and use it to execute unlearning in deep networks. Building on this, Mixed-Privacy Forgetting [12]
combines public and private data during training, enabling the selective removal of private data while
preserving the utility of public data. Neel et al. [31] propose Descent-to-Delete, a gradient-based
optimization technique that incrementally updates model parameters to approximate the behavior of
a model trained without the forgotten data.

Unlearning in generative models introduces distinct challenges due to their capacity to implicitly
memorize training data, complicating data removal without degrading generative quality. Addressing
these, Bae et al. [37] introduced methods specifically designed to detect and mitigate unintended
memorization in generative adversarial networks (GANs). Selective Amnesia [17], proposed by Heng
and Soh, leverages continual learning frameworks to selectively remove specific concepts from deep
generative models without compromising the overall data distribution learned by the model. In the
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context of LLMs, recent works have tackled critical challenges such as selective forgetting of harmful
or copyrighted content and aligning models to user preferences [20, 9, 33, 32]. These methods employ
parameter-efficient fine-tuning, low-rank adaptations, and in-context learning strategies to remove
specific learned knowledge while minimally impacting overall model performance.

Negative Preference Optimization (NPO) [46] offers an alignment-inspired approach to machine
unlearning by assigning lower preference or likelihood to data from the forget set. Through preference-
based training, the model learns to reduce its reliance on forget data, often using pairwise comparisons
or preference signals. Normalized Gradient Difference (NGDiff) [6] approaches unlearning as a
multi-task optimization problem, balancing the objectives of forgetting and retaining. By normalizing
the gradient differences between these tasks and employing an adaptive learning rate scheduler,
NGDiff provides stable training and effectively manages the trade-off between unlearning and model
utility. Cao et al. [7] propose a projection residual based method to remove the influence of undesired
data. In the same vein, gradient surgery [2] attempts to maximize the loss in a direction orthogonal to
the loss gradient evaluated on the retain dataset. While promising for generative models, gradient
surgery can suffer from inefficiency when there is significant overlap between loss gradients computed
on the retain and forget data, or even cause catastrophic forgetting. We aim to improve upon this
approach by explicitly enforcing orthogonality between these conflicting gradients. Our algorithms
exhibit no catastrophic forgetting, achieve fast unlearning speeds, and are robust to hyperparameter
selection.

For a comprehensive overview of unlearning techniques for large language models, including method
categorization and scale-specific challenges, see Blanco-Justicia et al. [4]. For a broad taxonomy of
machine unlearning across centralized, distributed, and privacy-critical settings with a focus on open
problems and verification, see Wang et al. [41].

3 Unlearning via orthogonalization

We now describe the unlearning algorithms used to produce the results presented in this paper. The
pseudocode for all the algorithms presented in this section can be found in Appendix 6.

3.1 Gradient ascent

We begin by introducing the most primitive approach, namely, gradient ascent. Given a modelMθ

with trainable parameters θ, trained using a loss function L on dataset D, unlearning can be induced
by maximizing the loss on the forget data, which can be done with the update step:

θk+1 = θk + ηgf , (A)

where θk represents the model parameters after the k-th training step, η is the learning rate, and gf is
the gradient of the loss evaluated over the forget data (we omit the index of θ in the definition below
for brevity),

gf =
1

|Df |
∑
x∈Df

∇θL(Mθ, x). (1)

This approach, however, may delete knowledge acquired on the retain data Dr if gf resembles gr,
the gradient of loss evaluated over the retain data,

gr =
1

|Dr|
∑
x∈Dr

∇θL(Mθ, x). (2)

A naive way to prevent the model from forgetting retain data is to perform alternating ascent in gf

direction and descent in gr:

θk+1 =

{
θk + ηgf , if k is even,
θk − ηgr, if k is odd.

(A-D)

This simple modification, however, does not safeguard against catastrophic forgetting, as we will see
in Section 4.
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3.2 Gradient surgery

Similar challenges also arise in a related subfield of machine learning: multi-task optimization where
a model must learn to perform new tasks without compromising performance on earlier tasks [10].
If the loss gradient corresponding to the new task points in a direction opposing the loss gradients
corresponding to the old tasks, the model risks losing its previously learned skills with each new
gradient descent step, paralleling catastrophic forgetting. In multi-task optimization, gradient surgery
refers to techniques that modify task-specific gradients during training to reduce this interference
between tasks. When gradients from different tasks conflict, i.e., point in opposing directions,
methods like PCGrad project gradients to minimize this conflict, allowing the model to learn multiple
tasks more effectively without one task hindering the progress of another [45].

Gradient surgery can be used to reduce the potential conflict between gf and gr to improve the vanilla
gradient ascent [2]. We remove the orthogonal projection of gr from gf before taking the ascent step,

ḡf = gf −
gr · gf

gr · gr
gr,

θk+1 = θk + ηḡf .
(SA)

While this modified ascent reduces over-unlearning compared to vanilla ascent, it does not fully
resolve the issue, and still requires careful tuning of η to avoid catastrophic forgetting. Therefore, we
introduce another version of gradient surgery which we find to be more stable and use it throughout,
for generating the results in Section 4. Rather than perform ascent along modified gf direction, we
perform descent along modified gr direction resulting in the following update:

ḡr = gr −
gr · gf

gf · gf
gf ,

θk+1 = θk − ηḡr,
(S)

which aims at minimizing the loss in directions orthogonal to gf . This form of gradient surgery does
not suffer from catastrophic forgetting, is robust to the choice of η, and consequently can achieve
faster unlearning speeds compared to (SA) with larger values of η. For a comparison of these two
versions of gradient surgery: (SA) and (S), see Appendix 7.

3.3 UNO and UNO-S

In the ideal scenario, when gf is orthogonal to gr, (SA) is equivalent to gradient ascent (A) without
the risk of losing desired knowledge. In this case, (S) is equivalent to retraining the model on the
retain data, without the risk of relearning about the forget data. Therefore, we propose a modified
loss function that attempts to enforce this ideal scenario with the help of an orthogonality promoting
regularization term,

LUNO =
1

|Dr|
∑
x∈Dr

L(Mθ, x) + βo

(
gr · gf

∥gr∥∥gf∥

)2

, (3)

where βo is a regularization parameter. The unlearning via orthogonalization algorithm (UNO), can
be expressed as performing gradient descent on this modified loss,

θk+1 = θk − η∇θkLUNO. (UNO)

Note that we only use the retain data to construct the first term in (3) to mimic the ideal retraining
scenario mentioned above.

We further propose a hybrid algorithm that applies the (UNO) update step and the (S) update step
alternately which we refer to as UNO-S:

θk+1 =

{
θk − η∇θkLUNO, if k is even,
θk − ηḡr, if k is odd.

(UNO-S)

The UNO update step attempts to enforce orthogonality between gf and gr, which helps the subse-
quent surgery step effectively resolve the conflict between them.
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3.4 Unlearning in the presence of a classifier able to distinguish between Dr and Df

If we have access to a binary classifier that distinguishes forget data from retain data, we can leverage
this extra information to accelerate unlearning algorithms. We can use this classifier to identify every
sample generated by our model as either a retain or forget sample, and compute the probability pr
that a generated sample is a retain sample. This associates our generative model with a Bernoulli
distribution with probability of success pr. We would like this distribution to have probability of
success close to 1 or 1− α where α is a small positive threshold controlling the degree of forgetting.
We can enforce this by simply adding the following term to our loss,

βhdKL = βh

[
pr log

(
pr

1− α

)
+ (1− pr) log

(
1− pr

α

)]
, (4)

where βh is a regularization parameter, and dKL represents the KL divergence between the computed
and desired Bernoulli distributions. Small positive values of α ensure stable computation of this KL
divergence term. Recalling that pr is a function of the model and its parameters, we can now use
the modified loss function in place of the original loss in the previously described algorithms. We
use the hat symbol (ˆ) to denote unlearning algorithms that operate with the additional loss term (4).
For example, gradient surgery (S), UNO, and UNO-S become Ŝ, UNÔ, and UNÔ-Ŝ, respectively,
when (4) is utilized. Addition of the new term yields the following modified definitions of gf and gr:

gf =
1

|Df |
∑
x∈Df

∇θL(Mθ, x) + βh∇θdKL, (5)

gr =
1

|Dr|
∑
x∈Dr

∇θL(Mθ, x) + βh∇θdKL. (6)

Using (5), (6) with (S) gives us Ŝ. Similarly, the update rule for UNÔ can be written as,

LUNÔ =
1

|Dr|
∑
x∈Dr

L(Mθ, x) + βo

(
gr · gf

∥gr∥∥gf∥

)2

+ βhdKL,

θk+1 = θk − η∇θkLUNÔ.

(UNÔ)

Alternating update steps of UNÔ and Ŝ gives us UNÔ-Ŝ. Since the KL divergence term promotes
unlearning of the forget data by preventing generation of forget samples, we also test the following
update rule which is equivalent to UNÔ with βo = 0,

LH =
1

|Dr|
∑
x∈Dr

L(Mθ, x) + βhdKL,

θk+1 = θk − η∇θkLH .

(H)

We call the resulting unlearning algorithm histogram unlearning and denote it by H throughout the
remainder of this work.

4 Results

We test the algorithms described in Section 3 and Appendix 6 on VAEs trained on MNIST [11]
and CelebA [27]. Each algorithm was tested 10 times to generate statistics. For the training losses
used to train the original VAEs, training data, experiment hyperparameters, and model sizes, refer
to Appendix 9. The architecture of the models can be found in the code provided in Section 1. All
experiments were done on an A100 GPU provided by Google Colab.

4.1 Performance metrics

In order to assess the speed of unlearning we use classifiers trained on the datasets and track the
fraction of generated samples that are classified as forget samples after each model update or training
step. Our classifiers achieve ∼ 98% accuracy on unseen data. Therefore, we define the time to
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unlearn as the execution time of the unlearning algorithm until the fraction of forget samples drops
below 0.02. We evaluate the quality of the generated images by computing the Fréchet Inception
Distance (FID) using 25, 000 samples from the model and an equal number of real images from
the dataset. We also report the execution time per training step, however, we do not highlight
these values in the tables, as a larger time per step does not necessarily indicate slower unlearning,
and vice versa. For the algorithms in Section 3.4, whenever applicable, we report the speed-up in
Table 2 which is simply the factor by which the time to unlearn decreases due to utilizing the extra
information provided by the classifier.

4.2 MNIST

We use a 0.6M-parameter VAE with a 2-dimensional latent space, trained for 200 epochs on 60, 000
images, as our original model. We attempt to unlearn the digit "1" by running the algorithms for
530 training steps with a mini-batch size of 128, and a learning rate of 10−3. Figure 1 shows
samples generated before and after unlearning with UNO, using the same noise samples for ease
of comparison. The 1’s in the original generation (left) transform into 7, 8 and 3 after unlearning
(right). The non-1 digits remain nearly unchanged. Even though 1’s can transform into many different
digits, they have an affinity for turning into 8’s, followed by 3’s, as seen in Figure 2. If the goal is
uniform generation across the retain classes, one may utilize a loss term similar to dKL for enforcing
uniformity, assuming the availability of a classifier for all classes.

Original model After unlearning

Figure 1: MNIST samples generated by the original model (left) and after unlearning digit "1" with
UNO (right), using identical noise inputs for the decoder.

Figure 3 and Table 1 show that UNO-S achieves the fastest unlearning time, closely followed by
UNO, with both having similar fidelity as the original model, indicated by the FID. Gradient ascent,
while fast at unlearning, suffers from catastrophic forgetting, resulting in a large FID. Ascent-descent
also experiences catastrophic forgetting and is significantly slower at unlearning than gradient ascent.
Gradient surgery, while preserving image quality, is ∼ 170 times slower than UNO and UNO-S
at unlearning. Even though UNO takes ∼ 1.6 times longer to execute a training step compared to
gradient surgery, it still achieves orders of magnitude faster unlearning speed. Since one step of
surgery is faster than one step of UNO, UNO-S overall is slightly faster than UNO, as the time per
training step is averaged over the two algorithms. UNO-S, while taking twice as long as gradient
ascent for a single training step, achieves the same unlearning speed.

4.3 CelebA

We use an 8.7M-parameter VAE with a 512-dimensional latent space, trained for 200 epochs on
202, 599 64 × 64 images, downsampled from the original 178 × 178 resolution, as our original
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Figure 2: Distribution of generated digits before (left) and after unlearning (right), for a single run
of UNO. Each histogram shows data for 500 generated samples. A bar in the right panel is colored
green if the fraction of the corresponding digit increases after unlearning, and red if it decreases.
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Figure 3: Time to unlearn (left) and FID (right) for various unlearning algorithms applied on MNIST.
The middle panel shows the fraction of generated images classified as "1", averaged over 10 runs, as
a function of training steps. Standard deviations over 10 independent runs are shown as one-sided
error bars in the left and right panels. For time to unlearn and FID, the rank of each algorithm is also
indicated below its name, with 1 being the best.

model. We attempt to unlearn "male" faces by running the algorithms for 659 training steps with
a mini-batch size of 128, and a learning rate of 10−3. Approximately 29% of the faces generated
by the original model are male. Figure 4 shows samples generated before and after unlearning with
UNO, using the same noise samples. We observe that male faces are successfully converted into
female faces, and that feminine features are enhanced after unlearning, even when the originally
generated face was already female. The original image remains nearly unchanged if it contains few
or no male-specific features; see, for example, the last pair from the left in Figure 4. One notable
effect of unlearning male-specific features is that the transformed images exhibit broader smiles. This
is due to the sociological phenomenon wherein women tend to smile more in photographs [42]. For
examples of these effects, see a larger collection of before/after unlearning pairs in Appendix 8.

Figure 5 and Table 1 show that UNO-S again achieves the fastest time to unlearn, followed by UNO.
Even after spending ∼ 200 times more execution time than the time to unlearn with UNO, gradient
surgery is unable to achieve the desired ≤ 2% male faces in the generated images. After the 659
allotted training steps gradient surgery is only able to reach ∼ 4% male faces (see Figure 5, middle
panel). All three algorithms result in similar values of FID, and the quality of the generated images is
perceptually indistinguishable from the originally generated images, as seen in Figure 4.

4.4 Unlearning with a classifier

Table 2 shows that Ŝ achieves orders of magnitude speed-up over S for both MNIST and CelebA. UNO
and UNO-S, already fast, gain an additional 10% and 20% speed-up respectively after incorporating
the new information provided by the classifier. Histogram unlearning (H), although successful, is
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Figure 4: CelebA samples generated by the original model (top) and after unlearning "male" faces
with UNO (bottom), using identical noise inputs for the decoder.
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Figure 5: Time to unlearn (left) and FID (right) for various unlearning algorithms applied on CelebA.
The middle panel shows the fraction of generated images classified as "male", averaged over 10 runs,
as a function of training steps. Standard deviations over 10 independent runs are shown as one-sided
error bars in the left and right panels. For time to unlearn and FID, the rank of each algorithm is also
indicated below its name, with 1 being the best.

Table 1: Performance of various algorithms for class/feature unlearning with VAE on MNIST and
CelebA. Each experiment is repeated 10 times, and the standard deviations are shown in parentheses.
Bold indicates the best score. ✗ indicates that the generated samples after unlearning are unrecog-
nizably different from the original model. ✓ indicates the generated samples after unlearning are
perceptually indistinguishable from the original model in terms of visual fidelity. ’*’ indicates the
algorithm was unable to achieve the desired fraction of forget samples in the generated images after
the allotted number of training steps.

Dataset Algorithm Time to unlearn (s) ↓ FID ↓ Time per step (s)

MNIST
(Class: 1)

Original FID: 20.7

Gradient ascent (A) 0.018 (0.003) 612.3 (4.9) ✗ 0.005 (0.0001)
Ascent descent (A-D) 0.725 (0.963) 266.9 (19.3) ✗ 0.005 (0.0002)
Gradient surgery (S) 3.094 (0.945) 23.0 (0.2) ✓ 0.007 (0.0007)
UNO 0.019 (0.005) 23.3 (0.5) ✓ 0.011 (0.0007)
UNO-S 0.018 (0.009) 23.6 (0.5) ✓ 0.010 (0.0023)

CelebA
(Feature: Male)

Original FID: 166.3

Gradient surgery (S) 11.81∗ (0.688) 176.0 (3.7) ✓ 0.018 (0.0003)
UNO 0.059 (0.009) 174.4 (1.7) ✓ 0.031 (0.0006)
UNO-S 0.039 (0.016) 176.7 (3.0) ✓ 0.024 (0.0067)
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20–130 times slower than the other algorithms in Table 2. All algorithms in Table 2 preserve the
fidelity of the original model, with UNÔ producing the lowest FID for both datasets.

Table 2: Performance of various algorithms for class/feature unlearning with VAE on MNIST
and CelebA when a classifier able to distinguish between the retain and forget data is available.
Each experiment is repeated 10 times, and the standard deviations are shown in parentheses. Bold
indicates the best score. ✗ indicates that the generated samples after unlearning are unrecognizably
different from the original model. ✓ indicates the generated samples after unlearning are perceptually
indistinguishable from the original model in terms of visual fidelity. ’*’ indicates in the absence
of the classifier, the algorithm did not reach the desired fraction of forget samples in the generated
images after the allotted number of training steps.

Dataset Algorithm Time to unlearn (s) ↓ FID ↓ Time per step (s) Speed-up ↑

MNIST
(Class: 1)

Original FID: 20.7

H 2.181 (0.853) 23.4 (0.5) ✓ 0.006 (0.0003) -
Ŝ 0.014 (0.003) 24.1 (0.5) ✓ 0.008 (0.0008) 221.0
UNÔ 0.018 (0.006) 23.4 (0.3) ✓ 0.011 (0.0011) 1.1
UNÔ-Ŝ 0.015 (0.006) 23.6 (0.5) ✓ 0.009 (0.0022) 1.2

CelebA
(Feature: Male)

Original FID: 166.3

H 6.049 (2.155) 174.8 (1.9) ✓ 0.016 (0.0002) -
Ŝ 0.292 (0.247) 176.4 (3.5) ✓ 0.023 (0.0003) 40.4∗

UNÔ 0.053 (0.009) 174.4 (1.7) ✓ 0.031 (0.0006) 1.1
UNÔ-Ŝ 0.046 (0.015) 175.4 (3.3) ✓ 0.026 (0.0055) 1.2

5 Discussion

We advance the gradient surgery paradigm for machine unlearning by introducing two new algorithms
UNO and UNO-S. We show that they are as fast as gradient ascent at unlearning without suffering
from catastrophic forgetting, and substantially faster than gradient surgery. In the absence of a
classifier, UNO-S outperforms all other algorithms, and can be up to 1.5 times faster than UNO at
unlearning. The proposed algorithms preserve the quality of generation and the influence of the
desired training data on the knowledge acquired by the model. We also demonstrate how incorporating
the information provided by a classifier able to distinguish between desirable and undesired data, can
accelerate unlearning algorithms. Table 3 in Appendix 9 documents the hyperparameter used in our
experiments. The identical hyperparameter values across different scenarios in the table indicate that
our algorithms are robust to the selection of hyperparameters.

Limitations

Although we test 9 different unlearning algorithms across 2 datasets using a variety of models, and
report statistics over 10 independent runs, our study has the following limitations. The algorithms
were not tested on model sizes currently considered large. Since these algorithms are general-
purpose, it would also be interesting to apply them to other architectures, such as GANs [14] and
transformers [40].

Future work

It is straightforward to conceptualize low-rank adapted [19, 43] variants of the unlearning algorithms
presented here. Such modifications are essential for enabling efficient unlearning in large-scale
generative models, and we leave their exploration to future research. The CelebA experiments
show that, unlearning can easily produce male-to-female face filters. Applications of unlearning
for designing a broader range of filters is an interesting topic for further exploration. Machine
learning models used to simulate or predict physical systems, such as climate models, often generate
unphysical states [26]. A similar issue arises in video generation models like Sora [21], which can
produce physically implausible outputs. Use of unlearning to prevent generation of such unphysical
outputs can be an extremely impactful research direction.
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Appendix

6 Pseudocode for unlearning algorithms

This section presents the pseudocode for the unlearning algorithms used in this work.

6.1 Gradient ascent

Algorithms 1 and 2 describe the gradient ascent (A), and alternating gradient ascent-descent (A-D),
respectively.

Algorithm 1 Gradient ascent (A)
1: Input: Loss function L, forget dataset Df , trained model requiring unlearningMθ, learning rate

η, number of training steps K, batch size B.
2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire mini-batch Df of size B from Df .
5: gf ← 1

B

∑
x∈Df

∇θL(Mθ, x)

6: θ ← θ + ηgf

7: end for
8: return θ

Algorithm 2 Alternating gradient ascent and descent (A-D)
1: Input: Loss function L, retain dataset Dr, forget dataset Df , trained model requiring unlearning
Mθ, learning rate η, number of training steps K, batch size B.

2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire retain and forget mini-batches Dr, Df of size B from Dr,Df respectively.
5: if k is odd then
6: gf ← 1

B

∑
x∈Df

∇θL(Mθ, x)

7: θ ← θ + ηgf

8: else
9: gr ← 1

B

∑
x∈Dr

∇θL(Mθ, x)
10: θ ← θ − ηgr

11: end if
12: end for
13: return θ

6.2 Gradient surgery

Algorithms 3 and 4 describe gradient surgery with ascent in the forget direction (SA) and descent in
the retain direction (S), respectively; in particular, the former appears in [2].

6.3 UNO and UNO-S

Algorithms 5 and 6 describe unlearning via orthogonalization (UNO), and alternating orthogonaliza-
tion and surgery (UNO-S), respectively.

6.4 Unlearning in the presence of a classifier able to distinguish between Dr and Df

Algorithms 7, 8, 9, and 10 describe Ŝ, UNÔ, UNÔ-Ŝ, and histogram unlearning, respectively. While
in practice it is sufficient for a binary classifier to output a logit or probability, for simplicity of
presentation we assume the classifier outputs 1 for retain samples and 0 otherwise.
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Algorithm 3 Gradient surgery with ascent in forget direction (SA)
1: Input: Loss function L, retain dataset Dr, forget dataset Df , trained model requiring unlearning
Mθ, learning rate η, number of training steps K, batch size B.

2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire retain and forget mini-batches Dr, Df of size B from Dr,Df respectively.
5: gr ← 1

B

∑
x∈Dr

∇θL(Mθ, x)

6: gf ← 1
B

∑
x∈Df

∇θL(Mθ, x)

7: gf ← gf − gr·gf

∥gr∥2gr

8: θ ← θ + ηgf

9: end for
10: return θ

Algorithm 4 Gradient surgery with descent in retain direction (S)
1: Input: Loss function L, retain dataset Dr, forget dataset Df , trained model requiring unlearning
Mθ, learning rate η, number of training steps K, batch size B.

2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire retain and forget mini-batches Dr, Df of size B from Dr,Df respectively.
5: gr ← 1

B

∑
x∈Dr

∇θL(Mθ, x)

6: gf ← 1
B

∑
x∈Df

∇θL(Mθ, x)

7: gr ← gr − gr·gf

∥gf∥2gf

8: θ ← θ − ηgr

9: end for
10: return θ

Algorithm 5 Unlearning via orthogonalization (UNO)
1: Input: Loss function L, retain dataset Dr, forget dataset Df , trained model requiring unlearning
Mθ, weight for orthogonalization loss term βo, learning rate η, number of training steps K,
batch size B.

2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire retain and forget mini-batches Dr, Df of size B from Dr,Df respectively.
5: Lr ← 1

B

∑
x∈Dr

L(Mθ, x)
6: gr ← ∇θLr

7: gf ← 1
B

∑
x∈Df

∇θL(Mθ, x)

8: L← Lr + βo

(
gr·gf

∥gr∥∥gf∥

)2

9: θ ← θ − η∇θL
10: end for
11: return θ
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Algorithm 6 Alternating orthogonalization and surgery (UNO-S)
1: Input: Loss function L, retain dataset Dr, forget dataset Df , trained model requiring unlearning
Mθ, weight for orthogonalization loss term βo, learning rate η, number of training steps K,
batch size B.

2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire retain and forget mini-batches Dr, Df of size B from Dr,Df respectively.
5: Lr ← 1

B

∑
x∈Dr

L(Mθ, x)
6: gr ← ∇θLr

7: gf ← 1
B

∑
x∈Df

∇θL(Mθ, x)

8: if k is odd then
9: L← Lr + βo

(
gr·gf

∥gr∥∥gf∥

)2

10: θ ← θ − η∇θL
11: else
12: gr ← gr − gr·gf

∥gf∥2gf

13: θ ← θ − ηgr

14: end if
15: end for
16: return θ

Algorithm 7 Gradient surgery with histogram unlearning (Ŝ)
1: Input: Loss function L, retain dataset Dr, forget dataset Df , trained model requiring unlearning
Mθ, learning rate η, number of training steps K, batch size B, number of samples to generate
Ng, classifier model Cϕ, weight for KL divergence loss term βh, a small positive threshold for
stabilizing KL divergence computation α.

2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire retain and forget mini-batches Dr, Df of size B from Dr,Df respectively.
5: Generate Ng samples {yi}

Ng

i=1 usingMθ.
6: pr ← 1

Ng

∑Ng

i=1 Cϕ(yi)

7: dKL ← pr log
(

pr

1−α

)
+ (1− pr) log

(
1−pr

α

)
8: gr ← 1

B

∑
x∈Dr

∇θL(Mθ, x) + βh∇θdKL

9: gf ← 1
B

∑
x∈Df

∇θL(Mθ, x) + βh∇θdKL

10: gr ← gr − gr·gf

∥gf∥2gf

11: θ ← θ − ηgr

12: end for
13: return θ

7 Comparison of two variants of gradient surgery

We now compare two variants of gradient surgery: 1) gradient surgery with descent in retain direction
(S), described in Algorithm 4, used throughout this paper and 2) gradient surgery with ascent in
forget direction (SA), described in Algorithm 3 which appears in [2]. Figure 6 shows that SA is prone
to catastrophic forgetting and requires a carefully tuned, small learning rate to mitigate this effect.
But even with a small learning rate the generated samples might look significantly different from
the original model; for samples generated by the original model, see Figure 1. On the other hand,
Figure 7 shows that S does not suffer from catastrophic forgetting, even for a large learning rate
applied for many training steps, and produces samples that are much closer to the original model.
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Algorithm 8 UNO with histogram unlearning (UNÔ)
1: Input: Loss function L, retain dataset Dr, forget dataset Df , trained model requiring unlearning
Mθ, weight for orthogonalization loss term βo, learning rate η, number of training steps K,
batch size B, number of samples to generate Ng , classifier model Cϕ, weight for KL divergence
loss term βh, a small positive threshold for stabilizing KL divergence computation α.

2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire retain and forget mini-batches Dr, Df of size B from Dr,Df respectively.
5: Generate Ng samples {yi}

Ng

i=1 usingMθ.
6: pr ← 1

Ng

∑Ng

i=1 Cϕ(yi)

7: dKL ← pr log
(

pr

1−α

)
+ (1− pr) log

(
1−pr

α

)
8: Lr ← 1

B

∑
x∈Dr

L(Mθ, x) + βhdKL

9: gr ← ∇θLr

10: gf ← 1
B

∑
x∈Df

∇θL(Mθ, x) + βh∇θdKL

11: L← Lr + βo

(
gr·gf

∥gr∥∥gf∥

)2

12: θ ← θ − η∇θL
13: end for
14: return θ

Algorithm 9 Alternating orthogonalization and surgery with histogram unlearning (UNÔ-Ŝ)
1: Input: Loss function L, retain dataset Dr, forget dataset Df , trained model requiring unlearning
Mθ, weight for orthogonalization loss term βo, learning rate η, number of training steps K,
batch size B, number of samples to generate Ng , classifier model Cϕ, weight for KL divergence
loss term βh, a small positive threshold for stabilizing KL divergence computation α.

2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire retain and forget mini-batches Dr, Df of size B from Dr,Df respectively.
5: Generate Ng samples {yi}

Ng

i=1 usingMθ.
6: pr ← 1

Ng

∑Ng

i=1 Cϕ(yi)

7: dKL ← pr log
(

pr

1−α

)
+ (1− pr) log

(
1−pr

α

)
8: Lr ← 1

B

∑
x∈Dr

L(Mθ, x) + βhdKL

9: gr ← ∇θLr

10: gf ← 1
B

∑
x∈Df

∇θL(Mθ, x) + βh∇θdKL

11: if k is odd then
12: L← Lr + βo

(
gr·gf

∥gr∥∥gf∥

)2

13: θ ← θ − η∇θL
14: else
15: gr ← gr − gr·gf

∥gf∥2gf

16: θ ← θ − ηgr

17: end if
18: end for
19: return θ
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Figure 6: Generated samples after unlearning digit 1 via gradient surgery with ascent in forget
direction (SA), described in Algorithm 3, for two different learning rates: 10−3 (left), 10−5 (right).
SA was run for K = 53 training steps on the left and K = 530 training steps on the right.
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Figure 7: Generated samples after unlearning digit 1 via gradient surgery with descent in retain
direction (S), described in Algorithm 4, for two different learning rates: 10−3 (left), 10−5 (right). S
was run for K = 530 training steps for both learning rates.
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Algorithm 10 Histogram unlearning (H)
1: Input: Loss function L, retain dataset Dr, forget dataset Df , trained model requiring unlearning
Mθ, learning rate η, number of training steps K, batch size B, number of samples to generate
Ng, classifier model Cϕ, weight for KL divergence loss term βh, a small positive threshold for
stabilizing KL divergence computation α.

2: Output: Updated model parameters θ.
3: for k = 1 to K do
4: Acquire retain and forget mini-batches Dr, Df of size B from Dr,Df respectively.
5: Generate Ng samples {yi}

Ng

i=1 usingMθ.
6: pr ← 1

Ng

∑Ng

i=1 Cϕ(yi)

7: dKL ← pr log
(

pr

1−α

)
+ (1− pr) log

(
1−pr

α

)
8: L← 1

B

∑
x∈Dr

L(Mθ, x) + βhdKL

9: θ ← θ − η∇θL
10: end for
11: return θ

8 More generated samples for CelebA before and after unlearning

Figure 8 shows 18 pairs of images generated before and after unlearning with UNO for CelebA. In
many of these pairs the after image shows a subtly larger smile than the before image, see for example
the fourteenth pair.

9 Experiment setup

In this section we provide additional details of the experimental setup used to produce the reported
results.

9.1 VAE loss functions and training data

We now document the loss functions used to train the original model. For each input image x,
the encoder outputs µ(x) ∈ Rdz and σ(x) ∈ Rdz , which parameterize the approximate posterior
distribution. Here dz is the latent dimension. The corresponding reconstruction of x by the decoder
is denoted by x̄, with x̄i referring to its i-th pixel.

The VAE used as the original model for MNIST was trained using the loss function

LMNIST =
1

|D|
∑
x∈D

[
−

784∑
i=1

(xi log(x̄i) + (1− xi) log(1− x̄i))

+
1

2

dz∑
i=1

(
µ2
i (x) + σ2

i (x)− log σ2
i (x)− 1

) ]
.

(7)

The 60, 000 training images were normalized such that pixel values lie in [0, 1], following standard
practice.

The VAE used as the original model for CelebA was trained using the loss function

LCelebA =
1

|D|
∑
x∈D

[
∥x− x̄∥2 + 1

2

dz∑
i=1

(
µ2
i (x) + σ2

i (x)− log σ2
i (x)− 1

)]
. (8)

We worked with 202, 599 cropped and aligned images in CelebA which originally have resolution
178× 178 pixels. We downsampled these images to 64× 64 resolution for training.

9.2 Hyperparameters

Table 3 lists the hyperparameters used in the unlearning experiments presented here. Here η is the
learning rate, K is the number of training steps executed, βo is the weight for the orthogonalization
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Before-1 After-1 Before-2 After-2 Before-3 After-3

Before-4 After-4 Before-5 After-5 Before-6 After-6

Before-7 After-7 Before-8 After-8 Before-9 After-9

Before-10 After-10 Before-11 After-11 Before-12 After-12

Before-13 After-13 Before-14 After-14 Before-15 After-15

Before-16 After-16 Before-17 After-17 Before-18 After-18

Figure 8: Results for unlearning on CelebA with UNO, illustrated using 18 pairs of generated images.
The images labeled "Before" were generated using the original model. Each image labeled "After"
was generated after unlearning using the same noise sample as the corresponding "Before" image.
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loss term in (3), βh is the weight for the KL divergence loss term in (4), α is a small positive threshold
for stable computation of KL divergence in (4), B is the batch size, and NFID is the number of
samples used for calculating FID. We use Ng = B for all the algorithms in Appendix 6.4, which
determines the number of samples to be generated using the generative model. Each method was
tested 10 times for each dataset. For MNIST, FID was computed using features extracted from the
classifier model, whereas for CelebA, features were computed using the InceptionV3 model [38]. All
experiments were done on an A100 GPU provided by Google Colab.

Table 3: Experiment hyperparameters

Dataset Algorithm η K Bβo Bβh α B NFID

MNIST
(Class: 1)

Gradient ascent (A) 10−3 530 - - - 128 25,000
Ascent descent (A-D) 10−3 530 - - - 128 25,000
Gradient surgery (S) 10−3 530 - - - 128 25,000
UNO 10−3 530 103 - - 128 25,000
UNO-S 10−3 530 103 - - 128 25,000
H 10−3 530 - 103 10−8 128 25,000
Ŝ 10−3 530 - 103 10−8 128 25,000
UNÔ 10−3 530 103 103 10−8 128 25,000
UNÔ-Ŝ 10−3 530 103 103 10−8 128 25,000

CelebA
(Feature: Male)

Gradient surgery (S) 10−3 659 - - - 128 25,000
UNO 10−3 659 103 - - 128 25,000
UNO-S 10−3 659 103 - - 128 25,000
H 10−3 659 - 103 10−8 128 25,000
Ŝ 10−3 659 - 103 10−8 128 25,000
UNÔ 10−3 659 103 103 10−8 128 25,000
UNÔ-Ŝ 10−3 659 103 103 10−8 128 25,000

9.3 Model sizes

The VAE models for MNIST and CelebA have 632,788 and 8,742,659 parameters with latent
dimension dz = 2 and dz = 512, respectively. The classifier models for MNIST and CelebA have
159,410 and 2,190,913 parameters, respectively. For the exact model implementations, please refer
to the code linked in Section 1. The VAEs were trained for 200 epochs on 60, 000 and 202, 599
images in MNIST and CelebA, respectively. The classifiers were trained for 10 epochs on the same
data.
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