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Abstract

The spectral problem associated with the linearization about solitary waves of the generalized
fifth-order KdV equation is formulated in terms of the Evans function, a complex analytic
function whose zeros correspond to eigenvalues. A numerical framework, based on a fast ro-
bust shooting algorithm on exterior algebra spaces is introduced. The complete algorithm has
several new features, including a rigorous numerical algorithm for choosing starting values, a
new method for numerical analytic continuation of starting vectors, the role of the Grassman-
nian G3(C®) in choosing the numerical integrator, and the role of the Hodge star operator
for relating A*(C5) and A*(C?%) and deducing a range of numerically computable forms for
the Evans function. The algorithm is illustrated by computing the stability and instability of
solitary waves of the fifth-order KdV equation with polynomial nonlinearity.
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1 Introduction

The fifth-order KdV equation is a model equation for plasma waves, capillary-gravity water waves,
and other dispersive phenomena when the cubic KdV-type dispersion is weak. Such equations
can be written in the general form
3 5
%‘FQ%‘FB% = % (u,um,um), (11)
for the scalar-valued function wu(x,t), where o and [ are real parameters with  # 0 and
f(u,ug, uyy) is some smooth function.

The form of (1.1) which occurs most often in applications is with f(u,us,uz) = K uPt!
where K is a nonzero constant and p > 1 generally an integer. This equation first appears in
the literature in the work of HASIMOTO and KAWAHARA with p = 1 where generalized solitary
waves are computed numerically [37]. Motivated by water waves, model equations with a larger
class of nonlinearities are derived by CRAIG & GROVES [22]. Other forms for (1.1) with further
generalization of f appear in [30, 39, 40].

The solutions of (1.1) of greatest interest in applications are travelling solitary waves. Such
states, travelling at speed ¢ and of the form wu(z,t) = u(z —ct), satisfy the fourth-order nonlinear
differential equation

ﬁfammmm + QlUyy — 2¢cU — f(aaﬁ:vaa:v:v) = A7 (12)

where A is a constant of integration. This system is not integrable in general, and can have an
extraordinary range of solitary waves. A review of the known classes is given by CHAMPNEYS[18].

However, there is very little in the literature about the stability of these solitary waves.
When the PDE is Hamiltonian, for example when f(u,uz,uy,) is a gradient function, one can
appeal to energy-momentum arguments for nonlinear stability (e.g. ILL'ICHEV & SEMENOV [33],
KARPMAN [35], DEY, KHARE & KUMAR [23], Dias & KuzNETSOV [24], LEVANDOSKY [40]), and
the symplectic Evans matrix for a range of analytical techniques for linear instability (BRIDGES
& DERKS [13, 14]). However, the energy momentum method requires the second variation of the
main functional to have a precise eigenvalue structure which is often violated. The symplectic
Evans matrix provides a geometric theory for analytic prediction of instability of solitary waves
of (1.1) [13], but these methods do not apply when f in (1.1) is non-gradient. On the other hand,
it would be useful to have a numerical framework for (1.1) even in the Hamiltonian case.

In the non-Hamiltonian case, the only known general approach is the Evans function frame-
work. This function can be constructed for the linearization about a solitary wave of the 5th-order
KdV equation (as long as the solitary wave exists), but there are no results in the literature on
the construction or analysis of the Evans function for (1.1), except in the Hamiltonian case [14].

The spectral problem for the linearization about a solitary wave can also be formulated numer-
ically without consideration of the Evans function. For example, BEYN & LORENZ [10] consider a
linearized complex Ginzburg-Landau equation, BARASHENKOV, PELINOVSKY & ZEMLYANAYA [7]
and BARASHENKOV & ZEMLYANAYA [8] consider a linearized nonlinear Schrédinger system,
and LIEFVENDAHL & KREISS [41] study the stability of viscous shock profiles. In all three
cases, they approach the problem by discretizing the spectral problem on the truncated domain
x € [— Lo, Loo] using finite differences, collocation or a spectral method, reducing it to a very
large matrix eigenvalue problem. There are two central difficulties with this approach. First,
in general the exact asymptotic boundary conditions at © = +L ., depend on A in a nonlinear
way, and so application of the exact asymptotic boundary conditions changes the problem to a
nonlinear in the parameter matrix eigenvalue problem, in which case matrix eigenvalue solvers
can no longer be used. In all the above cases, artificial boundary conditions such as Dirichlet or
periodic boundary conditions, were applied, in order to retain linearity in the spectral parameter.



Secondly, the approximate boundary conditions lead to spurious discrete eigenvalues generated
from the fractured continuous spectrum. If the continuous spectrum is strongly stable (that is,
the continuous spectrum is stable and there is a gap between the continuous spectrum and the
imaginary axis) this does not normally generate spurious unstable eigenvalues. However, if the
continuous spectrum lies on the imaginary axis, spurious eigenvalues may be emitted into the
unstable half plane. Indeed, BARASHENKOV & ZEMLYANAYA [8] give an extreme example, where
a large number of spurious unstable eigenvalues are generated by the matrix discretization (see
Figure 1 of [8]).

An example of the significance of using exact asymptotic boundary conditions is Keller’s result
on systems with the “constant tail property”. If A(z,\) is constant for x > x(, then the finite
domain problem, = € [— Lo, Loo], recovers the spectrum of the infinite domain problem exactly,
when the correct asymptotic boundary conditions are used (cf. KELLER [38] §4.2 and Theorem
4.26). Although exponential decay of A(x,\) to A () will not result in exact replication of the
spectrum, the result of Keller is strongly suggestive that the approximation will be much better
behaved.

The linearization of (1.1) about a basic solitary wave leads to a system of the form

v, =A(z,\)v, veC> (1.3)

where \ € C is the spectral parameter and A(x, ) is a matrix in C5*, whose limit for x — oo
exists.

The purpose of this paper is to construct the Evans function for the linearization about any
solitary wave satisfying (1.2), with exponential decay to zero as = — oo, and to introduce a
numerical framework to compute this Evans function. One advantage of the Evans function is
that the exact asymptotic boundary conditions are built into the definition in an analytic way.

The Evans function is a complex analytic function associated with (1.3) whose zeros corre-
spond to eigenvalues of the spectral problem associated with the linearization about a solitary
wave solution. It was first introduced by EVANS [26] and generalized by ALEXANDER, GARDNER
& JONES [3]. The details of its construction for (1.3) are given in §3. Crucial to the construction
is the number of negative eigenvalues of the ‘system at infinity’, that is, the matrix A . (\) which
is associated with the limit as  — oo of A(x,\). It is assumed that the number of negative
eigenvalues is constant for A € A, where A is a simply-connected subset of C. Let k be the
number of negative eigenvalues of A (\) for A € A.

The first numerical computation of the Evans function was by Evans himself in EVANS &
FEROE [27]. This work was followed by SWINTON & ELGIN [47] and PEGO, SMEREKA & WEIN-
STEIN [45]. However, in all three papers k = 1, in which case a standard shooting argument can
be used (i.e. numerical exterior algebra is not needed). This approach will fail if & > 1, which is
a case that arises commonly for the linearized 5th-order KdV.

A naive approach would be to take the k eigenvectors — associated with the k eigenvalues of
negative real part — as starting vectors for the integration of (1.3) from & = Lo, to =0, with
a similar strategy for x < 0. This approach will fail for two reasons. Firstly, although the k
solutions are linearly independent for the continuous problem, they will not maintain linear inde-
pendence numerically, because all vectors will be attracted to the eigenvector associated with the
largest growth rate. This is a classic numerical problem of stiffness and the standard approach
to resolving this difficulty is to use discrete or continuous orthogonalization. However, orthog-
onalization will firstly cause problems with analyticity (i.e. taking the length of a vector which
depends analytically on a parameter, is a non-analytic operation), secondly orthogonalization
transforms the linear equation to a nonlinear equation.

The second more subtle problem with integrating k individual vectors is that the starting
eigenvectors will not in general be analytic for all A in a given open set. For distinguished values
of X the eigenvalues of A, (\) may coalesce, resulting in branch points in the complex A plane.



All the above problems are eliminated by using exterior algebra. The idea of integrating on
the exterior algebra of C™ has its origins in the compound matriz method introduced by NG
& REID [44] for hydrodynamic stability problems. This method is widely used to integrate the
Orr-Sommerfeld equation in hydrodynamic stability (cf. DRAZIN & REID [25], BRIDGES [11]).
In [11], it was first pointed out that exterior algebra gives a coordinate-free formulation of the
compound matrix method, and that the compound matrix method is an example of a Grassman-
nian integrator. In other words, fundamentally, the solution paths do mot lie in a linear space,
but correspond to paths on Gi(C™). This latter property changes the nature of the numerical
integration, requiring methods which preserve the manifold of the induced system of ODEs (see
§6 herein).

Exterior algebra provides a coordinate-free formulation of compound matrices and a wider
range of tools for integrating ODEs on infinite domains. The compound matrix method is the
special case where Pliicker coordinates are used. The general theory for integrating ODEs on C”
with k— dimensional preferred subspaces — of which the linearization about solitary waves is a
special case — including issues such as boundary conditions, analyticity, automated construction
of induced systems, the role of Hodge duality, and a range of examples, is given in ALLEN &
BRIDGES [5].

Numerical exterior algebra or the compound matrix method gives a framework for extending
the computation of the Evans function to the case & > 1. This was first done by PEGO (see
Appendix IT of ALEXANDER & SACHS [4]), where a form of the compound matrix method was
used to compute the Evans function for the linearization about solitary waves of the Boussinesq
equation. In AFENDIKOV & BRIDGES [2], the Evans function for the linearization about solitary
waves of the complex Ginzburg-Landau equation was formulated, where £ = 2 and the dimension
of the ODE is n = 4, and a numerical scheme based on the compound matrix method was used to
compute unstable eigenvalues associated with the Hocking-Stewartson pulse. In [2] a numerical
scheme which preserved the Grassmannian G2(C*) exactly was used.

Independently, BRIN [16] introduced a numerical framework for computing the Evans function
based on exterior algebra and a numerical implementation of Kato’s Theorem (BRIN & ZuUM-
BRUN [17]). Numerical results for the case k =2 and n = 4, for the Evans function associated
with the linearization about viscous shock profiles, are presented.

The case k = 2 and n = 4 has some nice properties, the most important of which is that
the Grassmannian Go(C?) is defined by a single quadric [5], and the characteristic polynomical
associated with the system at infinity is described by a quartic, and so the roots can be found
analytically.

The case k = 2 and n = 5, which is central to the study of (1.3), has never been considered and
brings in new problems: the Grassmannian G2(C®) is defined by five non-independent quadrics,
and the characteristic polynomial associated with the system at infinity is quintic and so will
require numerical solution in general. The system at infinity generates starting vectors which are
required to be analytic. A new algorithm for numerical analytic continuation is proposed in §5.1.

Given analytic starting vectors at * = L., the numerical strategy is to integrate the induced
system associated with (1.3) from z = Lo, to & = 0 on A*(C?), and to integrate the induced
system associated with (1.3) from z = —Lo, to 2 = 0 on A*(C®). These solutions are then
matched at x = 0 to give a numerical expression for the Evans function. To make this match-
ing rigorous, the Hodge star operator, which is the natural isomorphism between /\2(((:5) and
/\3((C5) , is used. The Hodge star operator preserves linearity, decomposability and analyticity
(in the sense that it appears here, when complex conjugation in an inner product is composed
with Hodge star). Hodge star is the backbone of the argument used to simplify the integration
for x < 0, by bringing in the adjoint on A2(C5) in a geometric way, and it provides several
computable formulae for the Evans function.

The algorithm is quite general, and applies to any given solitary wave of (1.2), whether an



analytic expression or given numerically. It is demonstrated by computing the stability and
instability — as a function of p — for the nonlinearity f = KuP*! where K is a constant and p
is a positive real number.

2 Linear stability equations and the Evans function

Suppose there exists a solitary wave of (1.1) of the form u(z,t) = u(z—ct), i.e., u(z) satisfies (1.2),
and that the solitary wave decays exponentially as * — +00 to zero (various generalizations of
this condition are possible but are not considered here). Linearizing (1.1) about this basic solitary
wave results in the PDE

0
Ut — CUp + OUggn + ﬂf[}mmmmm = % [fl(-r) 0+ f2(x) g + f3($) ﬁmm] s

where

0 0
fl(x) = % (u,ux,um”u:ﬂ(x) ) f2($) = a—umf(uaul'aumm)‘u:ﬂ(x)

and

f3(x)

= E f(u7 Uy, uxx) |u:ﬂ(a:) .

With the spectral ansatz © = eMw, the resulting spectral problem is
Lv=Av, veD(L)CX, (2.1)
where

Lv := [.fl(w) v+ fZ(x) (%% + fg(.%') wa]m - ﬁvzxxxx — O Uggyx + CUg , (22)

D(L) is the domain of L, and X is some suitably chosen function space such as Ly(R). A
point A € C is an eigenvalue of L, denoted A € o,(L), if there exists a pair (v,\) € (D(L),C)
satisfying (2.1).

Define

Ct={)eC: RN >0}.

The basic solitary wave is said to be spectrally unstable if there is at least one value of A\ in
op(L) NCT. Tt is weakly spectrally stable if o,(L) NC™T is empty.

While in finite-dimensional Hamiltonian systems weak spectral stability implies spectral sta-
bility, in infinite dimensions the issue is more subtle. For example, instability can be created
by resonance between discrete neutral modes and neutral modes in the continuous spectrum (cf.
SOFFER & WEINSTEIN [46]). We use the qualifier weak to emphasize that spectral activity on
the imaginary axis is not considered, and to remind that neutral spectra can impact a conclusion
of “spectral stability”.

We will assume that the essential spectrum, denoted by o.(P), is not unstable. This hypoth-
esis reduces to lim, 4 fa(z) > 0. To see this, let [0 =limg 40 fj(x), then

o(L)={AeC : A=ik(c+ f° - Bk + ak? —k? f3°) — kK> f3°, k€ R},

and so o.(L)NC™ is empty if f$° > 0.
In this paper a numerical scheme will be introduced which will discriminate between spec-
tral instability and weak spectral stability of eigenvalues, based on the Evans function, for the



fifth-order KdV. Therefore we will be looking for eigenvalues in CT, away from the continuous
spectrum. The Evans function can be generalized to include analytic continuation through the
continuous spectrum (cf. GARDNER & ZUMBRUN [28], KAPITULA & SANDSTEDE [34]). Such a
generalization can be used to find eigenvalues embedded in the continuous spectrum, but since
the continuous spectrum is not unstable here, by hypothesis, this case will not be considered.

The Evans function associated with the linearized fifth order KdV is constructed as follows.
The spectral problem (2.1) can be reformulated as the A-dependent first-order system on the real
line,

ve=A(z,\)v, veC?, (2.3)
by taking

vV = (Uavmavxmvxwxavfi), Bus = vammm + (a - f3)U:m: - f2vm - (C+f1)’U,

leading to
0 1 0 0 0
0 0 1 0 0
A(z,\) = 0 0 0 10 (2.4)
(C+f5(:v)) fzém) (*a+6f3(:v)) 0 1
-2 0 0 00
Note that Tr(A(xz,A)) = 0. The matrix A(x,\) has the asymptotic property that
0 1 0 00
0 0 1 00
lim A(z,\)=AxM)=]0 0 0 10f, (2.5)
pr p2 ps 0 1
-4 0 0 00
where
1 1 1
P1=B(ffo+0)a Pzzﬁffo and Pszﬁ(f:?o—a)- (2.6)

The characteristic polynomial of A (\) is

A, A) = det[ul — Ao (V)] = p° — pap® — pap® — pru+A/8. (2.7)

We will show later that for all A € A, where A is a suitably defined subset of CT, the
spectrum of A, (\) has k eigenvalues with negative real part and 5—k eigenvalues with positive
real part, where k& = 1,2,3 or k = 4. The cases k = 1 and k = 4 are dual (and lead to an
equivalent numerical formulation), and the cases kK = 2 and k = 3 are dual. Numerically, the
case k = 1 is relatively straightforward (exterior algebra is not needed, and standard numerical
integration is possible, as in [27, 45, 47]), and therefore we will concentrate on the case k = 2.

The system (2.3) and the properties of the system at infinity, A, (\), are in standard form
for the dynamical systems formulation of the spectral problem proposed by EvVANS [26] and
generalized by ALEXANDER, GARDNER & JONES [3]. Let U™ (x, \) represent the k-dimensional



space of solutions of (2.3) which do not grow exponentially as x — +oo. Let U~ (z, A) represent
the (5 — k)-dimensional space of solutions which decays as x — —oo. A value of A € A is an
eigenvalue if these two subspaces have a nontrivial intersection, and the Fvans function determines
if there is an intersection. The Evans function is defined by

E\) =e Jo T6Nd U= (2, A) AU (2,)), AeA, (2.8)
where A is the wedge product and
T(x,\) = Tr(A(z,\)). (2.9)

For the case of the fifth-order KdV this expression simplifies, since Tr(A(z, A)) = 0, see (2.4).

In developing a numerical framework, the first issue is the construction of U™ (z,\) and
U~ (x,)). They can be considered as paths in A®(C™) and /\(nfk)((C") respectively. To calcu-
late these paths, we will integrate the induced linear systems on /\k((C”) and /\("_k) (C™) associ-
ated with (2.3). The Hodge star operator is an isomorphism between A*(C™) and A" ®(C™).
It can be used to give an explicit numerical expression for the Evans function which is read-
ily computable. However, the Hodge star operator can also be used to relate the system on
/\(”*’“)(Cn) to the adjoint system on A®(C™). This leads to a different expression of the Evans
function, which is readily computable numerically and involves the integration of the system and
its adjoint on /\k((C") . It is this expression that will be used in our numerical algorithm.

3 Induced systems, Hodge duality and the Evans function
Consider the linear system

u; =Au, ueCn (3.1)

A k-form is decomposable if it can be written as a pure form: a wedge product between k linearly
independent vectors in C". Since every element in /\k((C”) is a sum of decomposable elements,
the linear system (3.1) induces a system on AF(C™):

U, =APU, Ue A CH.

Here A®) is defined on a decomposable k-form u; A--- Aug, u; € C", as

k
AR (ap A Aug) =D w A AA A Ay,
7j=1

and extends by linearity to the non-decomposable elements in /\k((C") . This construction can
be carried out in a coordinate free way, and general aspects of the numerical implementation of
this theory can be found in ALLEN & BRIDGES [5].

Let (-,-)n be a complex inner product in C™. To construct an inner product on A*(C™), let

U=wA---Au, and V=viA---Avg, w,v,;€C", Vij=1...k,
be any decomposable k-forms. The inner product of U and V is defined by
(uy,vi) -+ (g, vg)
[U, V] := det : : . U, VeA(Cn.

(ug,vi) - (ug, Vi)



Since every element in A\*(C") is a sum of decomposable elements, this definition extends by
linearity to any k-form in AF(C™).

Both A*(C") and A" ¥(C") are d = () dimensional vector spaces, which are isomorphic
and the isomorphism is the Hodge star operator. Details of the definition of the Hodge star
operator in the complex case can be found in Chapter V of WELLS [49]. To fix the orientation,
choose a volume form V. Hodge star, x : /\("7@(@") — A¥(C™), is defined by

[*W,U], V=W AU, forany Ue A*(C"), We A\"H(Cn). (3.2)

Note that the action of Hodge star includes complex conjugation. If W € /\(nfk)((cn) is holo-
morphic then *W € A¥(C™) is anti-holomorphic. Therefore *W is holomorphic (analytic).

In [12, 5] it is shown that if W(z) € A" ¥(C™) is a solution of W, = A" 5 ()W, then
*W e A\¥(C™) satisfies the differential equation

d -

ZHW) = [r@)L - [AO @) ] (+W),
x

where 7(z) = Trace(A) and I is the identity operator on A*(C™). Here and throughout the

paper * denotes adjoint with respect to the ambient inner product, and it includes complex

conjugation. A superscript 1" will be used in situations where transpose without conjugation is

implied. Defining

V= (z,)) = e Jo 76N ST (2, \)
and noting that V~(x, \) is analytic, we find that V™ (z, \) satisfies

d
—V~ = [AW @)V, 3.3
LV = - [AB) (33)
In other words, it is not necessary to integrate the induced system on /\(”_k) (C™); instead, for
x < 0 the adjoint of the induced system on /\k((C ™) can be integrated. Moreover, combining
(3.2) with the definition of the Evans function (2.8) leads to the following readily computable
expression for the Evans function

E\) =[V—(0,A),U"(0, )] - (3.4)

There are many other ways of formulating the Evans function, including using only solutions of
the adjoint (cf. BENZONI-GAVAGE, SERRE & ZUMBRUN [9]). The form of the Evans function
(3.4) is called a “mixed” Evans function in [9], although it is derived there without using the
Hodge star operator.

For the numerical implementation, we will need a basis for /\k((C") , and the above construc-
tion assures that any basis will do. Therefore there is no loss of generality is assuming that the
bases chosen are the standard ones.

Here we will restrict attention to the case kK = 2 and n = 5 which is the most interesting case
for the fifth-order KdV; see [5] for the details for general k,n.

Starting with the standard basis for C?, and volume form V =e; A--- Aes, let ap,...,a
be the induced orthonormal basis on /\2((C5) . Using a standard lexical ordering, this basis can
be taken to be

ai, = e Ney, ay—e;/Ne3, az—=e; Ne, ags—e;/Nes, as—=ez/\es,

ag = ey /Ney, ar—ey/Ne;, ag—esAey;, ag—esAe;, ajpg—=—eses. (3.5)



Any U e A*(C®) can be expressed as U = 2}0:1 Uja;. Since the basis elements a; are orthog-

onal and the inner product [-,-]o on A*(C®) is equivalent to the inner product (-,-)19 on C°,
the expression (3.4) for the Evans function can be expressed in the equivalent form

E()‘) = <V_(07 )‘)7 U+(07 )‘)>10 . (36)

The matrix A® : A*(C%) — A*(C?) can be associated with a complex 10 x 10 matrix with
entries

{A(Q)}i7j = [[ai,A(Q)aj]]g, Z,j = 1,...,10, (37)
where, for any decomposable x = x; Axg € /\2(((:5) , A@Dx = Axy Axg+x13 AAXs. Let A be
an arbitrary 5 x 5 matrix with complex entries,
a1l a2 a3 ai4 ais
a21 Q22 Qa3 24 Q25
A=las azx a3 asu ass | (3.8)

a41 Q42 A43 Q44 Q45

as1 G52 (53 G54 0455

then, with respect to the basis (3.5), A(®) takes the explicit form

a11+asz a23 (24 azs —a13 —a14 —a1s 0 0 0
ass a11tass azq ass a12 0 0 —a14 —a1s 0
42 a3 a11+aqq ags 0 ais 0 ais 0 —ays
as2 as3 as4 ai1+ass 0 0 aiz 0 a3 a4
—agy a21 0 0 a22+as3 a34 ass —a24 —ags 0
—a41 0 as1 0 a3 a22+a44 ags as3 0 —ags
—as1 0 0 as1 as3 asq ag2+ass 0 as3 az4
0 —ay41 as1 0 —ay2 a32 0 a33+a44 a45 —agss
0 —as1 0 as1 —as52 0 a2 as4 a33+ass a3q
0 0 —as1 aq1 0 —as2 a42 —as3 a43 44+ ass |

Applying this algorithm to the linearized system associated with the 5th-order KdV equation



leads to the induced system,

0 1 0 0 0 0 0 0 0 0

0 0 1 0 1 0 0 0 0 0

@ fa@)-a

5 5 0 1 0 1 0 0 0 0

0 0 0 0 0 0 1 0 0 0

@) 0 0 0 0 0 1 0 0 0 0
AP (z,\) = (3.9)

c+fé($) 0 0 0 f3($ﬁ)_o‘ 0o 1 1 0 0

% 0 0 0 0 0O 0 0 1 0

_cth _f2(33)
0 oo 0 = 0 0 0 1 0
0 % 0 0 0 0 0 0 0 1
A ctfi(z) f2(z) f3(z)—a
0 0 3 3 0 0 2% 0 0

Let {by,...,ba} be an orthogonal basis for A*(C5) . The action of Hodge star is defined by
its action on basis vectors [xb;,a;]xV =b; Aa;, for i,j =1,...d.
Using a standard lexical ordering, a basis for A*(C?) can be taken to be

by = ejNesNe3, by=e ANesANes, bz=e NeyAej
b, = e NesNey, bs=e ANesAe;, bg=e NesNe;
b; = eyNesANey, bg=esANesAe;, bg=eyNesNe;
by = esAesNe;. (3.10)

A matrix representation for the star operator, denoted by S € R19X10 is then defined by

10
*b; :ZSﬂal, j=1,...,10, hence S;V =Db;Aa. (3.11)
=1

A straightforward calculation, with the above bases, leads to

0 00 01
0 00 -1 0
0 S
S = , S1=|l0o o1 00 (3.12)
S, 0
0 -1 0 00
1 00 00

Note that S is a symmetric, isometric involution.
Finally, we note another expression for the Evans function which is useful for numerics. Let
U = 2]10:1 Ujaj and W = Z]lgl ijj then

10
WAU=[xW, UV = > S;;W,;U; = (W,SU)y, (3.13)
ij=1
for any U € A*(C®) and W € A*(C?). Hence (3.13) gives a readily computable expression for
the original definition (2.8) of the Evans function: E(X) = e~ Jo 7(6:Mds (U= SU™T) ;. By letting
V= (z,\)=e" Jo 7(s:M)ds gU- (x,\) this expression is easily seen to be equivalent to (3.6).

10



4 A shooting algorithm on A*(C%) and A’(C?)
The first step in computing the Evans function will be to integrate

d
TUT = AG@ Ut Ut e A(CY), (4.1)
x
from & = Lo, to x =0 with A®)(x,)\) as given in (3.9).
Then there are two potential strategies to continue. The first strategy is to integrate the
induced system on A%(C%) = AC~2(CH):

j—U’ = AP (@)U, U™ e A¥CY), (4.2)
Xz

from © = —L to x =0 and use the Hodge star operator to match at x = 0 (see (3.13)),
E(X) = e~ Jo TN U= (0,0) AUT(0,)) = e~ Jo TN (G0, ), SUT(0,M)10,  (4.3)

where the inner product (-,-)10 is a standard Hermitian inner product on C1°. Because conju-
gation is done twice on U7 (0, A) in (4.3), it remains an analytic function of A.

The only negative feature of this construction is that both of the induced systems A (?) (x,\)
and A®)(z,\) have to be constructed, although the construction of A®)(x, \) can be simplified
using A®) = —S[AP)]T'S. This relation is proved in [5, 12] and follows from the definition of
the Hodge star operator.

The second strategy, which is used in the numerics presented in §8, is to follow the integration
of (4.1) with the integration of the complex conjugate equation (3.3)

j—xV’ — _A® @ NV, Ve \X(CY), (4.4)

from * = — L to x = 0 and use the matching expression
E(A\) = (V-(0,A),U"(0,\)10,

deduced from (3.6). In the second strategy, the Hodge star operator is implicit but not explicit
in the computation of E(X). This expression is analytic if the construction of the ALEXANDER,
GARDNER & JONES [3] form of the Evans function is analytic, and this is again a consequence
of Hodge duality: the Hodge star operator maps holomorphic functions to anti-holomorphic
functions (i.e. holomorphic functions of A), and when combined with the inner product results
in an analytic inner product (see equation (3.2)). Combining this obervation with the definition
of V7 (x,\) confirms that the above expression is analytic. (Holomorphic and analytic are used
interchangably here.)

5 Initial conditions at +7 ., for the shooting algorithm

Since the induced matrix A®)(z, \) inherits the differentiability and analyticity of A(z,\), the
limiting matrices will exist,

AP = lim AW (z,N).

> r—=+o00
The set of eigenvalues of the matrix Ac(f,)()\) consists of all possible k-fold sums of the eigenvalues
of A (A) (this is an exercise in multi-linear algebra, see MARCUS [42]). Therefore, there is an

eigenvalue of Agf;)()\), denoted by o (\), which is the sum of the k eigenvalues of A, (\) with
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negative real part. Moreover this eigenvalue is simple, an analytic function of A and has real part
strictly less than any other eigenvalue of Agf;)()\).

Similarly, there is an eigenvalue of AS.Z”“)()\), denoted by o_(A), which is the sum of the
(n — k) eigenvalues of A, (\) with non-negative real part, and o_(\) is simple, an analytic
function of A, and has real part strictly greater than any other eigenvalue of Ag’.ﬁ”“)()\).

Let ¢¥(\) be the eigenvectors associated with o4 (), defined by

ADNCTA) =04 (W) and AZP (V) =0 (N (). (5.5)

These vectors can always be constructed in an analytic way (see below for further aspects of the
numerical analytic continuation of these vectors along paths in the complex plane).

The vector (*(\) provides the starting vector at x = Lo for both the first and second
strategies presented in §4. When the first strategy is used, the vector ¢~ () provides the starting
vector at © = —Ly for the system (4.2). When the second strategy is used, we use the fact
that —o4(\) is an eigenvalue of —[AS,’?]*, and it has real part strictly greater than every other

(k)

eigenvalue of —[Ac|*. Its eigenvector, denoted 7~ (A), and satisfying,

AL~ () = o (N~ (A) - (5.6)

is used as the starting vector. In this case 7~ (\) is normalized so that

(N, FW)a=1. (5.7)

This may appear to be the natural normalization of an eigenvector with its adjoint eigenvector,
but it can also be derived from the geometric normalization, (= A(T =V,

V=CWATWN = TheV=0,¢"'lV & I, ("le=1,

since Ker[Ac(f,)()\)* — 04+ (MN)I] = span{*(~(\)} = span{n~}. This expression when combined with
the comments above equation (3.6) recovers (5.7).

When n > 5 the eigenvalues of A, (\) can not in general be computed analytically, and
therefore a numerical scheme is needed which for each A € A, (a) finds the eigenvalue o(X) of
Afﬁ,)(/\) of largest negative real part, (b) computes right, (*(\), and left n~(\) eigenvectors, and
(c) as A is varied ensures that the eigenvalues and eigenvectors vary analytically. It is the latter
point (c¢) which requires special attention.

For the case of the linearization about the fifth-order KdV, the characteristic polynomial is
quintic, and its roots can not be determined analytically except for special values of \. However,
the induced matrix at infinity, Ag%)()\), has a very sparse structure (see (3.9)) and so given the
eigenvalue, the eigenvectors ¢T()\) and 1~ (\) can be computed explicitly and varied analytically.
However, in general for other systems on dimension n > 5 this will not be possible and an
algorithm is needed to numerically analytically continue eigenvectors.

5.1 Analytic A—paths of initial conditions at +/L

In general, if ¢(¥(\) are constructed, numerically, at two distinct neighboring points it is not
immediate — and indeed unlikely — that one is the analytic continuation of the other. In this
section we present a new robust algorithm for analytically continuing the starting vectors. Indeed,
the algorithm is quite general and provides a method for numerical analytic continuation of the
left and right eigenvectors of any analytic matrix with a simple eigenvalue, and it will be presented
in this generality.
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Let A be an open simply-connected subset of the complex A—plane. Suppose A()) is any
n X n matrix which depends analytically on A for all A € A. If o(\) is a simple eigenvalue of
A()N) on A, then there exist analytic eigenvectors £(A\) and 7n()) satisfying

ANEN) =a(NEM) . AN =a(A)n(N), a(N)TER) =1. (5-8)

To be precise, n(\) is the adjoint eigenvector, then (n(X), (X)), where (-,-) is a Hermitian inner
product, leads to the third equation above. However, to avoid the double conjugation and to
emphasize the analyticity, the transpose will be used.

The analyticity of the eigenvectors follows from Kato’s Theorem (KATO [36], pp. 99-101).
A straightforward numerical implementation of Kato’s Theorem would be quite cumbersome
numerically. However BRIN & ZUMBRUN [17] present a numerical implementation of Kato’s
Theorem. To analytically continue a vector numerically (from say A\ = A1 to A = \y), they
construct a hybrid method where the (nonanalytic) left and right eigenvectors are computed
numerically at A; and Ao, and they are then used to construct an analytic projection, and the
vectorfield in Kato’s Theorem.

Here we will propose a new numerical formulation for computing analytic eigenvectors rig-
orously. Indeed, a by-product of the numerical formulation of analytic continuation introduced
here is a new proof of Kato’s Theorem. The idea is to construct analytic differential equations for
a(A), &(\) and ((N\) in a way which is different from Kato’s construction of an ODE. Moreover,
the constructed ODEs are straightforward to integrate numerically.

Differentiating (5.8) with respect to A leads to the equations

[AN) = a(MIE'(N) = o' (Mg = —A(NEW)
[AT —aNI7'(A) =o' Mn(A) = —A'(\)Tn(\)
nNTEN) +ENT() = 0.

The third equation will be replaced by the independent conditions
nNTEN) =0 and N (V) =0,

which result in unique expressions for &’(A) and 7'(\). Let A\ be any point in A (the starting
point), and let oy be the eigenvalue, £y the eigenvector and and 7y the left eigenvector at Ao
satisfying (5.8). Combining these equations leads to the pair of coupled nonlinear ODEs,

AN =o)L €W | (€00 _ [~A e o) = & 59

—n(N)T 0 | \o'& 0 C | o) =00
AT = o —a)] (700 (~A0)Ta) 1) =m0 5.0
e 0 | \e'™ 0 | o0) =0

Lemma 5.1. Let A be an open simply-connected subset of the complex A\— plane. Suppose o(\)
is a simple eigenvalue for all X € A. The nonlinear systems (5.9) and (5.10) provide unique
analytic expressions for &' (X)), n'(\) and o'(N\), and their solution produces analytic functions

EN), n(A) and o(X) for all A € A.

Proof. Given a complex ODE of the form uy = f(u,A) with f Lipschitz in u and analytic in
A for all A € A, there is a unique local solution about any point A\g € A (cf. CODDINGTON &
LEVINSON [20], page 34). We will show below that for all A € A the vectorfield is well defined,
and so the solution can be continued to all of A. The proof that (5.9) and (5.10) define unique
vectorfields for all A € A follows from invertibility of the bordered matrices above.
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Consider the following general homogeneous system
(A—ochu—¢v=0 and —nlu=0,

for (u,v) € C™ x C under the hypothesis that ¢ is a simple eigenvalue of A with right and left
eigenvectors ¢ and 7 normalized so that n7¢ = 1. Multiply the first equation by n” to conclude
that v = 0. Then the only solution of the first equation is u = a§ where a € C is arbitrary.
Substitution of this result into the second equation requires a = 0, so the only solution of the
homogeneous equation is the trivial solution. This completes the proof of pointwise invertibility
of the bordered matrices in (5.9) and (5.10), and analyticity of the inverse is assured by the fact
that o(X) is simple for all A € A. O

An explicit expression for the determinant of the inverse of the above bordered matrix
can be obtained by using ideas from the linear algebra of bordered matrices (cf. MAGNUS &
NEUDECKER [43]). For example if n7¢ = 1, then the determinant of the bordered matrix in
(5.9) equals minus the product of the nonzero eigenvalues of A — oI. This result can be used to
estimate the distance to the edge of the set A.

Solutions of the differential equations (5.9)-(5.10) provide analytic paths of the vectors £(\)
and 7n(\) through A. Note also that the surface n(A\)7¢(A\)—1 = 0 is a quadratic strong invariant
manifold of (5.9)-(5.10), since

d T

L mTEN ~1) =0,

independent of the value of n(A\)T¢(N). (In the numerical analysis literature a constraint I,
associated with an ODE, is called a weak constraint if I, = f(I) with f(0) =0, and is called a
strong constraint if I, = 0, independent of the value of the constraint.)

Numerical integration of (5.9) and (5.10) will provide a path of analytic starting vectors for
the shooting algorithm on A¥(C™). Bordered systems such as (5.9) and (5.10) are widely used
in bifurcation and path-following algorithms (cf. GOVAERTS [29]); however, numerical analytic
continuation does not seem to have been previously considered. Indeed, in the numerical analysis
literature, the main emphasis for bordered systems is on development of efficient methods for
inversion. Such efficiency could be useful for (5.9)-(5.10), but the dimension for the linearized
KdV is small enough where straightforward numerical inversion is satisfactory.

A more important issue associated with the numerical integration of (5.9) and (5.10) is preser-
vation of the constraint n”¢ = 1. The class of Gauss-Legendre Runge-Kutta (GL-RK) methods
are natural for this integration because they preserve strong quadratic constraints — of linear or
nonlinear ODEs — to machine accuracy. This result is known in the numerical analysis literature
as Cooper’s Theorem [21]. (It will appear again in the next section where the Grassmannian —
which is also quadratic — needs to be preserved.)

Use of a GL-RK method to integrate (5.9)-(5.10) will result in preservation of n(\)T¢(\) =1
to machine accuracy. The most obvious choice is the implicit midpoint rule which is the unique
second-order GL-RK method. For the implicit midpoint rule, a simple proof of Cooper’s Theorem,
extended to the complex analytic case, can be given.

Lemma 5.2. Suppose the complex analytic vectorfield uy = f(u,\) has a strong quadratic
constraint I(u) = u’ Qu for some constant symmetric matriz Q. Then discretization of this
ODE using the implicit midpoint rule preserves the constraint to machine accuracy.

Proof. Strong invariance, I = 0, implies 2u” Qf(u, \) = 0 for all A\. The implicit midpoint rule
discretization of the ODE is

Wt =u" + AN, T2 forallneN
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where A\, is the variable step size and
n+1
fn+1/2 =f (%7 )‘n+1/2> and )‘n+1/2 =An + %A)\n .

The discrete version of strong invariance, 2u’ Qf(u, \) = 0, takes the form
(un + un+1)TQ fn+1/2 —0.
Now
Ini1 = (un—l—l)TQun—l—l — (un—l—l) ( " AN, fn+1/2)
(unJrl)TQu + AN, ( n+1)TQ fn+1/2
(un)TQunJrl A)\n( )TQ fn+1/2
(un)TQ( n+1 A)\n fn+1/2)
= (u")'Qu"

proving that the constraint I is preserved exactly (i.e. to machine accuracy) by the discretization.

To summarize: an analytic left eigenvector, n()), and an analytic right eigenvector, &(M),
associated with a simple eigenvalue o(\) of an analytic matrix A()), with analytic normalization
n(A\)TE(N\) = 1, can be constructed numerically along any path in A (where A is the largest set
in which both A()) is analytic and o()) is simple) by integrating (5.9) and (5.10) using the
implicit midpoint rule (or other GL-RK integrator).

5.2 Analytic A—paths of initial conditions at +L

Analyticity of the Evans function can be maintained numerically even in the case where the
eigenvectors are not continued analytically, when the normalization

UNCYNQECINITESE (5.11)
is used. Suppose (T (X + A)) is computed independently of (T ()), for some AX # 0. Then

li + AN) = a(\)(¢T

dm A+ AN = a(A)CT(),
with a()) in general nonzero. Hence (T (XA + A)) is not an analytic continuation of ¢T(\).
Similarly if n~ (A + A)\) is computed independently of n~()\), for some AN # 0. Then

li TAFAN) =N (A

dm (A +AX) = 5 n~(A),

with G(\) in general nonzero. However, imposing the normalization (5.11) for each A\ forces
a(N)B(A) = 1. Now express the Evans function in terms of the eigenvectors,

E(\) = (V=(0,A),U"(0,))10 = (n" (N), ®(Loo, )T (Mo,

where ® (L, ) is the fundamental solution matrix (which is analytic) taking ¢ *(\) from z = Lo
to £ = — L. Evaluating the perturbed Evans function on this representation,

AI;IEOE()\ + AN = AliArE()(n_()\ + AN), ®(Log, A+ ANCT (A + AN)) 10
= a(W)B) 1™ (N, P(Loos A)CT (M)10
= E()).

In other words, the non-analyticity of the two eigenvectors conveniently cancels out: two wrongs
make a right! Therefore if only the eigenvalues are of interest, this method is satisfactory, but if
the eigenfunctions UT(x, \) are of interest, then the methods of §5.1 are preferred.
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6 Intermezzo: the Grassmannian is an invariant manifold

The starting vectors ¢*()\) and 17 ()\) are decomposable. A decomposable k-form represents a
k-dimensional subspace of C™. In the present example, (*(\) represents the 2-dimensional sub-
space of solutions of v, = A, (A\)v which decays exponentially as © — +oc0. It is important for
the differential equation to preserve this property: if the starting vector for (4.1) is decomposable,
is the solution U™ (z, \) decomposable for all 27 We will prove this to be the case below. Indeed,
geometrically, the set of decomposable vectors is the Grassmannian G2(C®), and what we will
prove is that G2(C®) is an invariant manifold of (4.1). A consequence of this observation is that
it is misleading to view the system of ODEs on /\2((C5) as a linear system, since any solution
path is required to remain on a submanifold of the ambient linear space.

Preservation of this invariant manifold by the numerics will be a desirable property of the
numerical integrator. Even though the continuous system may preserve the manifold, small
numerical errors will lead to drift off the manifold, and the manifold may be repelling in the
ambient space. An example to illustrate this is given at the end of this section.

The set of all decomposable 2-forms is a quadratic submanifold of the projectified ambient
space C10. This manifold is the Pliicker embedding of the Grassmannian G5(C®) (see HAR-
RIS [32]). An explicit expression for this quadric is obtained as follows.

Introduce an orthonormal basis for A*(C?), for example,

ciT = —e; Nex/Nes/Nes, Cca=—-exNes/Nes/Ne5s, c3=e; Ne3gNes/es,

cgs = e ANeagNez/Ne;, C;=—e  ANexNez3Ney. (6.1)

The curious ordering here is chosen to give a neat form to the differential equation satisfied by
the quadrics.

An element U € A*(C?) is decomposable if and only if UAU = 0 (cf. HARRIS [32], note that
this simple characterization of decomposability does not generalize to k > 2). A straightforward
calculation, using the bases for A?(C®) and A*(C®) introduced in §3, leads to

5
-[J/\UZQZ:IJ‘C]‘7
j=1

where Iy,...,I5 are defined by

Iy = —ujug + uguy — ugus

Iy, = —usuig + ugug — urus

Ig = UUIQ — U3UY + ULUY

Iy = wjug — ugug + uzus

Is = —ujuio + usuy — uqus . (6.2)

These quadrics are not all independent, they satisfy the two relations,
ug I3 +uzly+usls =0 and wusls+ugly+urls =0.

The quadric surface defined by I =0, where I = (Iy,...,I5) € R?, is the Grassmanian Go(C?).
The 5 x 10 matrix V,I has rank 3.

The main result about these invariants here is that when I is evaluated on a solution of an
induced system on A?(C®) of the form (4.1) it satisfies the remarkable equation

5—1 = 7(z, )T — A(z,\)"T. (6.3)

T
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For the case of the 5th-order KdV stability equation, this equation simplifies since 7 = 0. It is
immediate from (6.3) that — mathematically — if I = 0 at the starting value, it is preserved by
the differential equation on A*(C®): G5(C®) is an invariant manifold of (4.1).

On the other hand, numerically these invariants may not be preserved. The vectorfield I,
is not identically zero, but vanishes in general only when I = 0. In the numerical analysis
literature, this would be called a weak constraint, and we know of no numerical integrator which
will preserve a weak constraint exactly. On the other hand, when k£ =2 and n = 4, the class of
GL-RK methods does preserve the Grassmannian Ga(C*) to machine accuracy [2, 5]. Therefore
in the numerics reported here, we will use the second-order GL-RK method, and monitor the
value of [|I(x)| as a measure of the geometric error.

An elementary example, which illustrates the importance of the choice of integrator when an
invariant manifold of a linear equation needs to be preserved, is the harmonic oscillator

0 -1

u, =Au, uckR? A= . (6.4)
1 0
This equation preserves the invariant manifold I = |jul|?. Look at three standard discretizations
of (6.4)
u"tl = I+ Az AJu” (forward Euler) (6.5)
u"tl = [I- Az A u” (backward Euler) (6.6)
u't = [I- 1Az A1+ 1Az A" (implicit midpoint method). (6.7)
The effect on the invariant manifold of these discretizations is
" = (1 4+ Az 1" (forward Euler)
" = (14 Az?)7 " (backward Euler)
=g (implicit midpoint method).

Both forward and backward Euler escape from the invariant manifold exponentially, whereas the
implicit midpoint rule, which is the unique second-order GL-RK method, preserves the invariant
manifold in the discretization exactly (i.e. to machine accuracy). In other words, when either
forward or backward Euler are used, the geometric error overwhelms the problem. Higher order
explicit methods — such as higher-order explicit RK methods — will not do much better than
forward Euler. An example, where different higher-order numerical methods are tested for their
ability to remain on or near an invariant manifold in an ambient Euclidean space, is given in
§6 of BRIDGES & REICH [15]. General aspects of the numerical analysis of ODEs restricted to
invariant submanifolds is given in ASCHER, CHIN & REICH [6].

In the case k =2 and n = 4 it is proved in [5] that level sets I of the Grassmanian G(C*)
satisfy I, = 7(x,\)I where 7(z,)) is the trace of the matrix A(x,\) on C*, and when 7 = 0
any GL-RK method will preserve the Grassmanian G5(C*) to machine accuracy: indeed, this
is a special case of Cooper’s Theorem [21]. However, when an explicit method is used, the
Grassmannian is not preserved. For example, using forward Fuler,

" = 2Az7,I" + O(Az?) where Go(C*) =17Y(0),
and the O(Az?) term does not vanish in general, even when 7 = 0.

6.1 Can the Grassmannian be more attractive 7

In the present case, the GL-RK method will not preserve the Grassmanian G(C®) exactly. Our
numerical results indicate however, that the Grassmanian is preserved to within truncation error
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when the implicit midpoint method is used. This is comforting, considering that it is not clear
whether G(C®) is a stable or unstable invariant manifold of the ODE (4.1) on A?(C®), and the
asymptotic behaviour of (6.3) suggests that it is unstable. It is an interesting open problem to
develop a numerical method which either preserves G2(C®) to machine accuracy, or a method or
formulation which converts G2(C®) to an attracting invariant manifold. An example of the latter
is obtained by adding an appropriately chosen term to (4.1) which vanishes when I = 0 and is
dissipative otherwise, for example,
4yt Z A® (z, )UT — (D) U+

dx N ’ 7 ’
where « is a scalar-valued function satisfying v(0) = 0, and chosen so that I =0 is attracting,.

An example of this approach is to subtract off the exponential growth rate of the most unsta-
ble direction and integrate a scaled ODE. For example, consider the integration of the induced
system on AF(C™) from z = Lo to 2 = 0, and introduce the scaled variable Ut (z,)\) =
e=+MNzUt (2, \). Then U™ satisfies the modified ODE

U; = [A®(z,0) = o WLJUT, UF (@, M) |o=r.. = T (V).

When A®)(z,)) is independent of z, the vector ¢*()\) is then a fixed point: the vector cor-
responding to the fastest growth rate has “neutralized”. Now, evaluating the level sets of the
Grassmanian, I, on UT | instead of on U™ leads to a modified form of equation (6.3)

j—xi = 7(2, I — A(z,\) T =20, (M1, (6.8)
When A(x,)\) is constant coefficient, then it is clear that the Grassmannian is stable; indeed
could be attracting, for in that case 7 = o4 + o_ and the spectrum of the (constant coefficient)
matrix on the right-hand side of (6.8) would be in the right-half plane (and therefore stable for
integration in the negative x— direction). See §8 for a numerical implementation of this algorithm.
A full analysis of this algorithm for the case where A(z, \) is not constant coefficient case would
be of great interest.

7 Details of the system at infinity for linearized 5th-order KdV

In this section we present the detailed properties of the eigenvalues of A (\) for the linearized
stability equations associated with the 5th-order KdV. The characteristic polynomial associated
with Ao (\) is given in (2.7). At A =0, the characteristic polynomial reduces to

A(p,0) = p(p* — psp® — papr— p1)

so A (0) has one zero eigenvalue and the position of the other eigenvalues depends on the
parameter values. There are three cases:

o If p; < 0, then there are 2 eigenvalues with positive real part and 2 with negative real part,
or all eigenvalues are on the imaginary axis, since the sum of all eigenvalues must be zero
and the product of all eigenvalues is positive. However, the case with all eigenvalues on the
imaginary axis can only occur if ps = 0 and this case will be considered later.

e If p; > 0 and py < 0, then there is 1 positive eigenvalue and 3 eigenvalues with negative
real part.

o If p; > 0 and po > 0, then there is 1 negative eigenvalue and 3 eigenvalues with positive
real part.
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To verify the second and third observations, we first note that the product of all non-zero
eigenvalues must be negative, hence there must be a 1-3 split. Denote the non-zero eigenvalues
by w1, po, pg, and g, where the sign of uq is opposite that of the other 3 eigenvalues and
13 = g, if there are eigenvalues with nonzero imaginary part. Since the sum of the eigenvalues
is zero, we get that —p1 = 2 + g + 14 and hence

p2 = —(H1pop3 + pipiopis + p1p3pis + pofi3fis)
= (p2 + p3 + pa)(p2(ps + pa) + pzpa) — popspia

po(ps + p1a)? + 13 (s 4 pa) + papa(ps + pa).

Note that p3 + 4 and g are always real and have the same sign. Hence (u3 + p4)? > 0 and
p3 > 0. Also, uzpus > 0. Hence pq has the opposite sign of ps.
Now consider the case A # 0. For A near 0, the eigenvalue bifurcating from zero is given by

= p—llj\ + O(X\?), where X\ = \/8.
To determine whether any eigenvalues can cross the imaginary axis for A real and positive,
we substitute p = iv in the characteristic polynomial, this gives

Aip, N) = (vt + p3v® — p1) + par? + X

This equation has real solutions v if and only if

0= por? 2 hence A= e’

0 = '+ pav® — p1, 207 = —p3t+/p3+4p1.

In other words, no real solutions v are possible for A > 0 if Bpa > 0 or if 4p; < —p3, or if p; <0
and p3 > 0. In the other cases, real solutions will occur and the split in the eigenvalues will not
be constant for all real positive values of .

In this paper, we will restrict attention to the following cases, all of which lead to a 2-3
splitting: when 3 < 0 there are 2 eigenvalues with negative real part and 3 with positive, and
when § > 0 there are 3 eigenvalues with negative real part and 2 with positive.

o f°>0and B(ff°+c) <O0;
o f5°<0and 4B (fi°+c¢) < (a— f59)%
o f°<0and B(fi°+c¢) <0 and B(fs°—a)>0;

Also, f3° >0 and [ (f° +¢) > 0 leads to 1 eigenvalue with negative real part and 4 eigenvalues
with positive real part, if 3 > 0, and the other way around of 8 < 0. In the other cases there
will be some real positive values of A for which the imaginary axis will be crossed and hence the
split in the eigenvalues is not constant.

Next we consider the case f$° = 0. At A = 0, we have A(u,0) = u(u* — p3pu® — p1). So
A (0) has one zero eigenvalue and the other eigenvalues satisfy

\/ P53+ 4p1. (7.1)

See Figure 1 for a sketch of the position of the eigenvalues as function of p; and ps.
To analyse the behaviour near A = 0, we write p = g + 1A + O(A?), where pg = 0 or
satisfies (7.1). In the last case p; satisfies

2 P3
=24
=

DO | =

(540 — 3p3pp — pr)ps +1 =0,
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Figure 1: Sketch of the position of the eigenvalues p at A =0 when py = f$° =0 as a function
of p1 and p3. The parabolic curve represents the relation 4p; + p3 = 0.

hence

1 1 1
= — =— =— .
Spg — 3p3pg — p1 2p3p5 + 4p1 VP34 4p1(\/p3 + 4p1 £ p3)

So we have the following cases

o If p; > 0, then at A = 0, there are 3 eigenvalues on the imaginary axis, one zero, one on
the positive imaginary axis and one on the negative imaginary axis. When X is perturbed
away from zero, the zero eigenvalue moves to the right, if 5 > 0, to the left if 8 < 0, and
the nonzero eigenvalues on the imaginary axis move to the left. Hence we get a 3-2 split: 3
eigenvalues with negative real part and 2 eigenvalues with positive real part, if 3 > 0 and
the other way around, 2-3 split if § < 0.

o If 4p; < —p3, then at A\ = 0, there are 2 eigenvalues with negative real part, 2 eigenvalues
with positive real part and one zero eigenvalue. When A is perturbed away from zero, the
zero eigenvalue moves to the right, if 5> 0 (to the left if 3 < 0). Hence we get a 3-2 split:
3 eigenvalues with negative real part and 2 eigenvalues with positive real part, if 3 > 0
(and the other way around if 5 < 0).

o If —pg < 4p; <0 and p3 > 0, then at A = 0, there are 2 negative eigenvalues, 2 positive
eigenvalues and one at zero. Under A\ perturbation, the zero eigenvalue moves to the right,
if 5> 0 (to the left if 3 < 0). Hence we get a 3-2 split: 3 eigenvalues with negative real
part and 2 eigenvalues with positive real part, if § > 0 (and the other way around when

B8 <0).

o If —pg < 4p; < 0 and p3 < 0, then at A = 0, all eigenvalues are on the imaginary axis.
Under A perturbation, one pair of eigenvalues moves to the left and one pair of eigenvalues
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moves to the right. The zero eigenvalue moves to the right, if 8 > 0 (to the left if 5 < 0).
Hence we get a 3-2 split: 3 eigenvalues with negative real part and 2 eigenvalues with
positive real part, if 8 > 0 (and the other way around, if 3 < 0).

To summarize, if f$° = 0, there is a 3-2 split, with 3 eigenvalues with negative real part and 2
eigenvalues with positive real part when > 0 (and 2-3 when 3 < 0).

8 Numerical results for a class of solitary waves

To demonstrate the numerical framework, we will compute eigenvalues for a class of solitary waves
of the 5th-order KAV with polynomial nonlinearity. Consider,

Ut + QUggr + Plgrrrs = Op (U, Uy, Ugy)  With  f(u, Uy, Ugy) = KuPtt, (8.1)

The stability of solitary waves of this equation has been recently considered by KARPMAN [35] and
DEY, KHARE & KUMAR [23]. KARPMAN gives two results. The first gives a sufficient condition
for stability % P > 0, where P is the momentum evaluated on the solitary wave. But this
condition relies on a conjecture, which has yet to be verified (see the paragraph below equation
(39) in [35]). The second condition is independent of the conjecture and also gives a sufficient
condition for stability. We will call this result Karpman’s condition, because as we will show
below, numerical evidence suggests that it may be sharp.
DEY, KHARE & KUMAR show that (8.1) has an explicit solitary wave solution of the form

u(z, t) = Av sech%(B (x —ct)), (8.2)
with ¢ = —%(p +2)%(p? +4p+8)~2 and
2 4 4 2 2
g @ r)Br+ )+ )’ gr__ p (8.3)

28K (p2+4p+8)2 A3 P2+ 4Ap+ 8]

with the required conditions af < 0 and BK > 0. We will call this the DKK solution. They
apply Karpman’s condition to this wave to show that a sufficient condition for the solitary wave
to be stable is precisely when

3p° +28p* — 608 p> — 1664p — 1024 < 0.

An approximate value of p where the sign of this polynomial changes is p..i = 4.84. There is
no indication in Karpman’s theory that this value of p might be sharp. Indeed, DEY, KHARE &
KUMAR are only able to conclude that the solitary wave is unstable if p > 5.

Fix the parameters at « = +1, § = —1 and K = —1. The model under consideration is then

Uy + (p + l)up Uy + Ugzy — Ugzgze = 0. (8.4)

In this case, the speed of the DKK solution satisfies 0 < ¢ < i.
The system at infinity, Ao (), has characteristic polynomial,

A, A) = p® —p +ep— A, (8.5)

When A = 0 there are four real distinct eigenvalues, two positive and two negative (see Figure 1
with p3 > 0 and p; < 0), and when \ is perturbed away from zero, along the positive real axis,
there is a 2 — 3 splitting: two eigenvalues with negative real part and three with positive. The
dual problem, taking o = —1, 8 = +1 and K = 41 results in ¢ < 0 and so the structure of the
system at infinity is equivalent, but with a 3 — 2 splitting.
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At z = 20, the amplitude of the basic solitary wave (8.2) is of order 107!, and so in all the
calculations, Lo, = 20.

In the first set of calculations, the Evans function is evaluated along the real A—axis. The
Evans function has the property that E()\) is real when A is real. In this case we find that there
is a real unstable eigenvalue when p is large enough. On the other hand, when there are no
unstable real eigenvalues, we then use Cauchy’s Theorem (Argument Principle) to numerically
count eigenvalues in the positive right half plane.

In Figure 2 the computed Evans function for the linearization about (8.2) is shown with p = 4
and p = 5. Even for p = 10, the growth rate of the unstable eigenvalue is still quite small, see
Figure 3.
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0.00035

0.0003

0.00025

0.0002

0.00015

0.0001

5e-05

-5e-05 L L L
0 0.0005 0.001 0.0015 0.002

Figure 2: Plot of the Evans function versus A along the real axis, for the linearization about
(8.2), with p =4 (continuous line) and p =5 (dashed line).

It is evident that there is an unstable real eigenvalue for p > 5, and it is stable for p < 4.
Allowing p to be a real number, there is clearly a stability change for some p between 4 and
5. More refined calculations show that the change occurs at approximately 4.80, see Figure 4.
We note that the chosen resolution does not result in E(0) = 0, but E(0) ~ 1077, and that the
values near A = 0 are too small to allow for any precise numerical value of p..;+. Nevertheless, we
see a trend in our simulations of the change at the second derivative of E(\) near A = 0. Taking
into account the numerical accuracy, the computed value of p..;; provides strong evidence that
Karpman’s condition may be sharp in this case.

The procedure for the numerical calculations is as follows. As explained in Section 4, it is
sufficient to restrict the shooting algorithm to /\2((C5) . As a starting vector for the shooting
algorithm we need to determine the eigenvalues of Ag%)()\) in the far-field. For the integration
starting at # = + Lo, the starting vectors for each \ are the eigenvectors (*(\) with the largest
negative real part; for the integration starting at x = — L, the starting vectors are the eigenvec-
tors 77 (\) with the largest positive real part. They are normalized so that (= (\),(T(\))10 = 1.
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Figure 3: Plot of the Evans function versus A along the real axis, for the case p = 10.

The equation on A*(C?)

j—xfﬁ — (AP — o, WLJTF, T )], =, (8.6)

is integrated from z = Lo, to x = 0, where the scaling
Ut (z,\) = e 7+ N2U (2, )) (8.7)

ensures that U™ (x,\) ‘w:O is bounded. An alternative to this scaling is to impose a renormaliza-

tion of the vectors during or at the end of the integration, with for example |I~J+ (0,A)] =1, but
such a scaling does not preserve analyticity. The system (8.6) is integrated using the second-order
GL-RK method, i.e. the implicit midpoint method. For a system in the form U, = B(z,\)U,
each step of the implicit midpoint rule takes the form

U = 1 1A2B,,11)0] [T+ 3A2B,,11/2] U" where B, 10 =B(2,412,A). (8.8)

For x < 0, the equation

d ~ - - -

=V = AP (2, N + o (NI V™, V(a, Mo =1V, (8.9)
is integrated from x = —Lo to = 0, also using the implicit midpoint rule, where again we
introduce a rescaling

V= (z,\) = 7+ Nev (2, )) (8.10)

to remove the exponential growth. Constant stepsize was used throughout. Predominantly,
20000 steps, Az = 1073, were used for each integration, although up to 2000000 steps were
used when checking convergence near p = p..;. The numerical accuracy was checked monitoring
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Figure 4: Plot of the Evans function versus A along the real axis, for the linearization about (8.2)
near the critical p-value with p = 4.8

the Grassmanian as discussed in Section 5. Values of Iy,...,I5 were computed, and in the cases
checked, they maintained values which were of the order of the truncation error. The algorithm
was coded in C, and the programme is freely available from the authors.

At z =0 the computed Evans function is

E()‘) = <V_(Ov )‘)7 U+(Ov )‘)>10 = <\~/_ (Ov )‘)7 ﬁJr(O, >\)>10 . (8.11)

The above calculations confirm a change of stability of a purely real eigenvalue (see Figure
4). However there may be complex eigenvalues. To determine if there are any eigenvalues in the
right-half plane with nonzero imaginary part, we use a numerical implementation of Cauchy’s
Theorem (cf. YING & KAtz [48], and references therein). The Evans function is evaluated along
a line in the complex A\ plane with constant small real part,

Ee+iy), —You<y<VYy, e<<l1.

The small offset ¢ is need to circumvent the second-order pole of E(A) at A = 0. The image of
this function is then plotted in the complex E(A) plane. Typically, Y, was taken to be Y, = 108
The number of times that this image encircles the origin is equal to the number of zeros of E(\) in
the right-half complex A plane. Results for the cases p =4 and p = 10 are shown in Figure 5 and
Figure 6 respectively. For p = 10 it is clearly seen that the winding number is 1 corresponding
to the one root of E()) for real A. To see that for p = 4 the winding number is 0, we show in
Figure 7 a close-up of the Evans function for p = 4 near the origin A = 0 which shows nicely how
the winding number behaves for the stable case. In the stable case the origin is outside the big
closed loop shown in Fig 5. As a matter of fact if p increases towards the critical p = pcpt, the
origin moves closer to the circle to enter the closed loop for p > p.m. These figures show that
the only unstable eigenvalue for these cases is the real eigenvalue found in Figure 2 and Figure 3.
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Figure 5: Image of the Evans function in the complex E(\) plane for the case p = 4.

9 Concluding remarks

The stability problem considered in this paper is sometimes called the longitudinal stability prob-
lem. The class of perturbations is parallel to the direction of the basic state, in contrast to
transverse stability and instability, which correspond to a class of perturbations which travels in
an oblique direction. The numerical framework presented here should extend to include the case

of transverse instabilities of the Sth-order KdV.
Suppose, for example, that the relevant model equation associated with extension of the 5th-

order KdV equation is of KP type. In this case, HARAGUS-COURCELLE & ILL'ICHEV [31] show
that the extension to two space dimensions of 5th-order KdV takes the form

(ut + Uy + @ Uz + ﬁuzxxxx)a: + o Uyy = 0, (912)

which can be generalized by replacing uu, by —f(u, Uz, uzy).. Suppose there exists a solitary
wave state of the form, u(z,y,t) = 4(x—ct). Linearizing about this state, and taking the spectral

ansatz,

(@, y,t) = R (v(@)eNH ),
where k is the transverse wavenumber, leads to the following 6th-order equation
2

/Bu$$$$$$ + A Ugrrx + (ﬁ(m)u>xm — ClUgy + )\ua: —OR U = 0 .
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Figure 6: Image of the Evans function in the complex E(\) plane for the case p = 10.

This equation can be written as a first order system of the form
ve = Az, \,k)v, veC’. (9.13)

With straightforward hypotheses, a x-dependent Evans function can be defined for this system,
and for k£ > 0, the system at infinity, A (XA, k), can have a 1 — 5, 2 —4 or 3 — 3 splitting,
depending on the values of «, 3, ¢ and o. Therefore the numerical framework in this paper will
carry over to this case with obvious generalization: i.e. instead of /\2(((:5) , the system will be
integrated on A'(CS), A%(C®) or A*(C%), depending on the splitting at infinity.

A comprehensive study of the transverse instability problem (9.13) has never been considered
and would be of great interest. The only known result on transverse instability is for the KdV
solitary wave (taking =0 and o =1 in (9.12)), which is known to be transverse unstable when
o = —1 and transverse stable when ¢ = +1 (cf. ABLOWITZ & SEGUR [1]).

Finally, we mention that neither symmetry or structure of the equations, such as reversibility,
symplecticity or multi-symplecticity, has been taken into account in this paper. When such
properties are a central part of the equation, it is natural to design the numerical method to
respect the structure, and such considerations may lead to new or improved numerical methods.
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