
WEEK 5

Summary of week 5 (lectures 13, 14 and 15)

Lectures 13 and 14 saw the conclusion of Chapter 4 of [VST]. First, Theo-
rem 3.15 was proved, then Theorem 4.18. (The proofs can be found in [VST].) It
follows from Theorem 4.18 that if v1, v2, . . . , vn is a basis for the vector space V
then 

λ1

λ2
...

λn

 ↔ λ1v1 + λ2v2 + · · ·+ λnvn

gives a one-to-one correspondence between Fn and V that preserves addition and
scalar multiplication, in the following sense: if λ

˜
, µ
˜

are n-tuples (elements of Fn)
and v, u the corresponding elements of V , then the element of V corresponding
to the n-tuple λ

˜
+ µ

˜
is v + u; similarly, if λ

˜
∈ Fn corresponds to v ∈ V then for

any scalar α the element of V corresponding to αλ
˜
∈ Fn is αv ∈ V . Thus V is

isomorphic to Fn. (See the Week 4 summary for the definition of isomorphism
and further comments. Note that the theorem stated at the end of the Week 4
summary is an immediate consequence of Theorem 4.18.)

The above process whereby a one-to-one correspondence is established be-
tween elements of V and n-tuples is totally analogous to the process by which
the Euclidean plane is identified with R2 and three-dimensional Euclidean space
is identified with R3. Choosing a basis coordinatizes V : each v ∈ V is associated
with an n-tuple of scalars, the coordinates of v, enabling us to identify V with Fn

if we wish.

Definition. Let b = (v1, v2, . . . .vn) be a sequence of vectors that comprise a basis
of the vector space V . For each v ∈ V the coordinate vector of v relative to b is
the n-tuple

cvb(v) =


λ1

λ2
...

λn

 ∈ Fn

such that v = λ1v1 + λ2v2 + · · ·+ λnvn.

Note that a vector space will generally have more than one basis—the only
exceptions to this are zero-dimensional vector spaces over any field and one-
dimensional vector spaces over the two-element field—and consequently can be
coordinatized in more than one way. We shall investigate relationships between
different coordinate systems for the same space in due course. For the time being,
the most important thing to be aware of is that once a basis is chosen, a finitely-
generated vector space V can be viewed as a copy of Fn; the map V → Fn given
by

v 7→ cvb(v) (for all v ∈ V )
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and its inverse Fn → V given by
λ1

λ2
...

λn

 7→ λ1v1 + λ2v2 + · · ·+ λnvn

are isomorphisms.

Having completely classified finitely generated vector spaces, the next step is
to classify linear transformations between finitely generated vector spaces. Since
every finitely generated vector space over F is a copy of some Fn, it is enough
to classify linear maps Fn → Fm, where m, n are nonnegative integers. We have
already noted that if A is any m × n matrix over F then multiplication by A
determines a linear map from Fn to Fm. The classification theorem tells us that
in fact these are the only linear maps from Fn to Fm.

Proposition. Every linear transformation T :Fn → Fm is given by a formula of
the form T (v) = Av (for all v ∈ Fn) for some A ∈ Mat(m× n, F ).

Proof. Let T :Fn → Fm be linear. Define scalars αij , for all j ∈ {1, 2, . . . , n}
and i ∈ {1, 2, . . . ,m}, by the following formulas:

T


1
0
...
0

 =


α11

α21
...

αm1

 , T


0
1
...
0

 =


α12

α22
...

αm2

 , . . . , T


0
0
...
1

 =


α1n

α2n
...

αmn

 .

In other words, if ej denotes the j-th vector in the standard basis of Fn, that is,
the n-component column with 1 as its j-th entry and zeros elsewhere, then T (ej)
is the m-component column whose i-th entry is αij for each i. By linearity of T
we now find that for all values of the scalars λj ,

T


λ1

λ2
...

λn

 = T

λ1


1
0
...
0

 + λ2


0
1
...
0

 + · · ·+ λn


0
0
...
1




= λ1T


1
0
...
0

 + λ2T


0
1
...
0

 + · · ·+ λnT


0
0
...
1



=


α11

α21
...

αm1

 λ1 +


α12

α22
...

αm2

 λ2 + · · ·+


α1n

α2n
...

αmn

 λn
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=


α11 α12 . . . α1n

α21 α22 . . . α2n
...

...
...

αm1 αm2 . . . αmn




λ1

λ2
...

λn

 .

That is, T (v) = Av for all v ∈ Fn, where A is the m×n matrix whose (i, j)-entry
is αij . �

Definition. If T :Fn → Fm is a linear map then the matrix of T relative to the
standard bases of Fn and Fm is the m× n matrix A such that T (v) = Av for all
v ∈ Fn.

Observe that the j-th column of the matrix of T is found by applying T to
the j-th vector of the standard basis of Fn.

Corollary. Let V be an n-dimensional vector space over F and W an m-
dimensional vector space over F , and let T :V → W be a linear transformation.
If b is any basis for V and c any basis for W then there is a unique m×n matrix
A such that

A cvb(v) = cvc(T (v)) (1)

for all v ∈ V .

The idea here is that since V is a copy of Fn and W a copy of Fm, a linear
map from V to W is essentially the same as a linear map from Fn to Fm, and
as such corresponds to an m × n matrix A. The following diagram descibes the
situation.

V v T (v) W

∼= ∼=

Fn cvb(v) cvc(T (v)) Fm

T

An arbitrary v ∈ V corresponds to an n-tuple cvb(v) ∈ Fn, and T maps
v to an element T (v) ∈ W , corresponding to the m-tuple cvc(T (v)). Clearly
the combined effect of cvb(v) ↔ v 7→ T (v) ↔ cvc(T (v)) is a linear map from
Fn toFm, corresponding to the dashed arrow in the diagram. By the proposition
proved above, this map is given by multiplication by some matrix A.

It is not hard to find how to compute the matrix A, by combining the iso-
morphisms V ∼= Fn and W ∼= Fm with the description of the matrix of a linear
transformation Fn → Fm given above. Indeed, suppose that the basis b of V
consists of the vectors v1, v2, . . . , vn and the basis c of W consists of the vectors
w1, w2, . . . , wm. The coordinate vectors (relative to b) of v1, v2, . . . , vn are pre-
cisely the standard basis vectors of Fn; so the j-th column of A should be obtained
by applying T to the j-th of these basis vectors, and finding the corresponding
element of Fm. That is, the j-th column of A should be cvc(T (vj)).
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It can be seen that the rule we have just given for computing A is consistent
with Eq. (1) above. Indeed, putting v = vj and making use of the fact that
cvb(v) = ej , Eq. (1) gives

Aej = cvc(T (v)).

It is readily checked that Aej equals the j-th column of A: since the k-th entry
of ej is δkj , it follows that the i-th entry of Aej is

∑n
k=1 Aikδkj = Aij , which is

the i-th entry of the j-th column of A.

The following result is Theorem 2.9 of [VST]. The proof given in [VST] is based
on the theory of row operations and elementary matrices; for variety, we give a
proof based on the results of Chapter 4.

Proposition. Let A, B ∈ Mat(n× n, F ). If AB = I then BA = I.

Proof. Observe first that Mat(n×n, F ) is a finitely generated vector space over F .
Since an n × n matrix is essentially just an n2-tuple of scalars, we can regard
Mat(n × n, F ) as a copy of Fn2

, writing the elements as square arrays of scalars
instead of columns of scalars. Identifying Mat(n × n, F ) and Fn2

in this way
is compatible with the usual definitions of addition and scalar multiplication on
both spaces. Thus Mat(n× n, F ) has dimension d = n2 as a vector space over F ;
indeed, if for each pair of integers r, s ∈ {1, 2, . . . , n} we define Urs to be the
matrix with (r, s)-entry equal to 1 and all other entries 0, then the n2 matrices
Urs form a basis of Mat(n× n, F ).

For the purposes of the present proof, however, all that matters is that the
dimension d of Mat(n × n, F ) is some finite number. The fact that d = n2 is
irrelevant.

Let A, B ∈ Mat(n×n, F ) be matrices satisfying AB = I. Consider the d+1
matrices I, A, A2, . . . , Ad. Since d + 1 vectors in a d-dimensional vector space
cannot be linearly independent (by Proposition 4.12 (ii)), there must exist scalars
α0, α1, . . . , αd which are not all zero and which satisfy

α0I + α1A + α2A
2 + · · ·+ αdA

d = 0. (2)

Choose k ∈ {0, 1, 2, . . . , d} such that αk 6= 0; furthermore, choose k to be minimal
with repect to this property, so that αi = 0 for all i such that 0 ≤ i < k. (Note
that k could be zero, in which case there are no such i.) We can now write Eq. (2)
as

αkAk + αk+1A
k+1 + · · ·+ αdA

d = 0,

and using the fact that αk 6= 0 we can rearrange this to give

Ak = −α−1
k (αk+1A

k+1 + αk+2A
k+2 + · · ·+ αdA

d)

= (γk+1I + γk+2A + · · ·+ γdA
d−k−1)Ak+1 (3)

where γi = −α−1
k αi (for each i).
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The next step is to use induction on m show that AmBm = I for all m ≥ 1.
The case m = 1 is trivial since we are given that AB = I. Suppose now that
m > 1. The inductive hypothesis is that Am−1Bm−1 = I, and so

AmBm = AAm−1Bm−1B = AIB = AB = I,

as required. Now multiplying Eq. (3) on the right by Bk gives

I = AkBk

= (γk+1I + γk+2A + · · ·+ γdA
d−k−1)Ak+1Bk

= (γk+1I + γk+2A + · · ·+ γdA
d−k−1)AAkBk

= (γk+1I + γk+2A + · · ·+ γdA
d−k−1)A,

and multiplying on the right by B again gives

B = (γk+1I + γk+2A + · · ·+ γdA
d−k−1)AB

= γk+1I + γk+2A + · · ·+ γdA
d−k−1.

But this gives
BA = (γk+1I + γk+2A + · · ·+ γdA

d−k−1)A

= γk+1A + γk+2A
2 + · · ·+ γdA

d−k

= A(γk+1I + γk+2A + · · ·+ γdA
d−k−1)

= AB.

Since AB = I it follows that BA = I, as required. �

Example. Define v1, v2, v3 ∈ R3 by

v1 =

 1
1
1

 , v2 =

 1
0
1

 , v3 =

 1
2
2

 .

We shall show that the vectors v1, v2, v3 comprise a basis b of R3, and calcu-
late cvb(e1), cvb(e2) and cvb(e3),the coordinate vectors relative to b of the three
vectors that comprise the standard basis of R3:

e1 =

 1
0
0

 , e2 =

 0
1
0

 , e3 =

 0
0
1

 .

Note that this example is similar to #2 on p. 96 of [VST].
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Since R3 has dimension 3 it follows 4.12 (iii) that v1, v2, v3 are linearly inde-
pendent if and only if they span R3. Now the equation λ1

λ2

λ3

 = λ1

 1
0
0

 + λ2

 0
1
0

 + λ3

 0
0
1


shows that every element of R3 can be expressed as a linear combination of
e1, e2, e3, and if we can express each of e1, e2, e3 as linear combinations of
v1, v2, v3 then it will follow that every element of R3 is expressible as a linear
combination of v1, v2, v3. Thus it will follow that v1, v2, v3 span R3, and hence
are linearly independent also. So if we can solve the equations

α1

 1
1
1

 + β1

 1
0
1

 + γ1

 1
2
2

 =

 1
0
0


α2

 1
1
1

 + β2

 1
0
1

 + γ2

 1
2
2

 =

 0
1
0


α3

 1
1
1

 + β3

 1
0
1

 + γ3

 1
2
2

 =

 0
0
1




(4)

then it will follow that v1, v2, v3 is a basis; moreover, it will also follow that

cvb(e1) =

 α1

β1

γ1

 , cvb(e2) =

 α2

β2

γ2

 , cvb(e3) =

 α3

β3

γ3

 .

Now the three systems (4) can be combined into the single matrix equation 1 1 1
1 0 2
1 1 2

  α1 α2 α3

β1 β2 β3

γ1 γ2 γ3

 =

 1 0 0
0 1 0
0 0 1


and so the desired coordinate vectors are the columns of the inverse of the matrix

A =

 1 1 1
1 0 2
1 1 2

 .

(Recall that, by the proposition proved above, a matrix B satisfying AB = I will
also satisfy BA = I, and hence be the inverse of A.)
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The inverse of A is best found by the row operations method you were taught
in 1st year. 1 1 1 1 0 0

1 0 2 0 1 0
1 1 2 0 0 1

 R2:=R2−R1
R3:=R3−R1−−−−−−−→

 1 1 1 1 0 0
0 −1 1 −1 1 0
0 0 1 −1 0 1


R1:=R1−R3
R2:=R2−R3−−−−−−−→

 1 1 0 2 0 −1
0 −1 0 0 1 −1
0 0 1 −1 0 1


R1:=R1+R2−−−−−−−→

 1 0 0 2 1 −2
0 −1 0 0 1 −1
0 0 1 −1 0 1


R2:=−R2−−−−−→

 1 0 0 2 1 −2
0 1 0 0 −1 1
0 0 1 −1 0 1

 .

Therefore cvb(e1) =

 2
0
−1

, cvb(e2) =

 1
−1
0

 and cvb(e3) =

−2
1
1

.

We can apply the same reasoning to any sequence of n vectors v1, v2, . . . , vn

in Fn, for any positive integer n and any field F . The conclusion is that if we
let A = (v1|v2| . . . |vn), the n × n matrix whose columns are the given vectors
v1, v2, . . . , vn, then the following conditions are equivalent:
(1) CS(A) = Fn; that is, v1, v2, . . . , vn span Fn.
(2) For every v ∈ Fn the equations Ax = v have a solution x ∈ Fn.
(3) A n× n matrix X exists such that AX = I.
(4) A has an inverse.
(5) v1, v2, . . . , vn are linearly independent.
(6) RN(A) = {0}; that is, the only solution of Ax = 0 (with x ∈ Fn) is x = 0.
(7) A n× n matrix X exists such that XA = I.
(8) RS(A) = t(Fn) (the space of all n-component row vectors).
(9) For every v ∈ t(Fn) the equations xA = v have a solution x ∈ t(Fn).

(10) LN(A) = {0}; that is, the only solution of xA = 0 (with x ∈ t(Fn)) is x = 0.
We shall add to this list later: see 8.20.1 of [VST].

In Lecture 15 we commenced Chapter 5 of [VST], dealing with inner product
spaces. In this section of the course it is necessary to assume that the field of
scalars is either R (the real numbers) or C (the complex numbers).

We have seen how the Euclidean plane and three-dimensional Euclidean space
can be regarded as vector spaces over R; moreover, Cartesian coordinates permit
us to identify the Euclidean plane with R2 and three-dimensional Euclidean space
with R3. However, the general theory of vector spaces ignores the two most
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fundamental concepts of Euclidean geometry: the length of a line segment and
the angle between two lines. It is natural to attempt to also use coordinates to
analyse these concepts.

If we choose perpendicular coordinate axes, in the customary manner, then
the length of the line segment OP joining the origin O to the point P with
coordinates

(
x1
x2

)
is given by |OP | =

√
x2

1 + x2
2. If Q has coordinates

(
y1
y2

)
then

(similarly) |OQ| =
√

y2
1 + y2

2 , and |PQ| =
√

(x1 − y1)2 + (x2 − y2)2. Now an
application of the cosine rule in the triangle OPQ gives

|OP | |OQ| cos θ = 1
2 (|OP |2 + |OQ|2 − |PQ|2) = x1y1 + x2y2,

where θ is the angle ∠POQ. A similar calculation works in R3; see [VST] p. 99.
Proceeding by analogy, in Rn let us define the length (also called the norm)

of a vector

v =


v1

v2
...

vn


to be the scalar ‖v‖ given by

‖v‖ =
√

v2
1 + v2

2 + · · ·+ v2
n.

If P and Q are points whose coordinates are t(x1, . . . , xn) and t(y1, . . . , yn) then
there will be a plane through the origin (a two-dimensional subspace of Rn) con-
taining both these points, and applying the cosine rule in the triangle OPQ as
above gives

|OP | |OQ| cos θ = x1y1 + x2y2 + · · ·+ xnyn.

Definition. The dot product on Rn is the function Rn × Rn → R given by
x1

x2
...

xn

 ·


y1

y2
...

yn

 = x1y1 + x2y2 + · · ·+ xnyn.

Observe that the length of a vector v ∈ Rn is given by ‖v‖ =
√

v · v; hence,
by the formulas derived above, the angle θ between vectors u, v ∈ Rn is given by
θ = arccos

(
(u · v)/

√
(u · u)(v · v)

)
. So the dot product enables us to deal with

both lengths and angles in Rn.
In the lecture the proofs were sketched of the three main basic properties

of the dot product (see [VST] p. 100), and the definition of a real inner product
space was given (see [VST] 5.1). It was also explained how one may define an inner
product on the space C [a, b] of all continuous real-valued functions on the closed
interval [a, b] (see [VST] p. 101). Finally, the definition of the complex dot product
on complex n-space Cn was given (see [VST] p.104).
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